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Abstract. Fractional(nonlocal) diffusion equations replace the
integer-order derivatives in space and time by their fractional-order
analogues and they are used to model anomalous diffusion, espe-
cially in physics. This paper deals with a nonlocal inverse source
problem for a one dimensional space-time fractional diffusion equa-

tion ∂βt u = −rβ(−∆)α/2u(t, x) + f(x)h(t, x) where (t, x) ∈ ΩT :=
(0, T )× Ω and Ω = (−1, 1). At first we define and analyze the di-
rect problem for the space-time fractional diffusion equation. Later
we define the inverse source problem. Furthermore, we set up an
operator equation Arf(x)+Θ(x) = f(x) and derive the relation be-
tween the solutions of the operator equation and the inverse source
problem. We also prove some important properties of the operator
Ar. By using these properties and analytic Fredholm theorem, we
prove that the inverse source problem is well-posed, i.e, f(t, x) can
be determined uniquely and depends continuously on additional
data u(T, x), x ∈ Ω.

1. Introduction

In this paper, we consider an initial-boundary value problem for a
space-time fractional equation

(1.1)


∂β

∂tβ
u(t, x) = −rβ(−∆)α/2u(t, x) + f(x)h(t, x), (t, x) ∈ ΩT ,

u(t,−1) = u(t, 1) = 0, 0 < t < T,
u(0, x) = 0, x ∈ Ω,

where ΩT := (0, T ) × Ω, Ω = (−1, 1), r > 0 is a parameter, f(x) ∈
L2(Ω), h(t, x) ∈ C1([0, T ];L∞(Ω)) are given functions, β ∈ (0, 1),
α ∈ (1, 2) are fractional order of the time and the space derivatives
respectively and T > 0 is a final time.

Key words and phrases. Fractional derivative; Fractional Laplacian; Inverse
Source problem; Mittag-Leffler function.
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The fractional-time derivative considered here is the Caputo frac-
tional derivative of order 0 < β < 1 and is defined by

(1.2)
∂βf(t)

∂tβ
:=

1

Γ(1− β)

∫ t

0

∂f(r)

∂r

dr

(t− r)β
,

where Γ is the Gamma function. This was intended to properly handle
initial values [3, 4, 6], since its Laplace transform(LT) sβ f̃(s)−sβ−1f(0)
incorporates the initial value in the same way as the first derivative.
Here, f̃(s) is the usual Laplace transform. It is well-known that the
Caputo derivative has a continuous spectrum [4], with eigenfunctions
given in terms of the Mittag-Leffler function

Eβ(z) :=
∞∑
k=0

zk

Γ(1 + βk)
.

In fact, it is easy to see that, f(t) = Eβ(−λtβ) solves the eigenvalue
equation

∂βf(t)

∂tβ
= −λf(t), f(0) = 1

for any λ > 0. This is easily verified by differentiating term-by-term

and using the fact that tp has Caputo derivative tp−β
Γ(p+ 1)

Γ(p+ 1− β)
for

p > 0 and 0 < β ≤ 1. 0 < β < 1 is taken for slow diffusion, and
is related to the parameter specifying the large-time behavior of the
waiting-time distribution function, see [13] and some of the references
cited therein.

For 0 < α < 2, (−∆)α/2u denotes the fractional Laplacian of u. It
turns out that it is easier to define it by using the spectral decompo-
sition of the Laplace operator: We take

{
λ̄k, ψk

}
the eigenvalues and

corresponding eigenvectors of the Laplacian operator in Ω with Dirich-
let boundary conditions on ∂Ω :

{
−∆ψk = λ̄kψk, in Ω,
ψk = 0, on ∂Ω.

We then define the operator (−∆)α/2 by

(−∆)α/2u :=
∞∑
k=0

ckψk(x) 7→ −
∞∑
k=0

ckλ̄
α/2
k ψk(x),

which maps Hα
0 (Ω) onto L2(Ω).
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If f is C1−function on [0,∞) satisfying |f ′(t)| ≤ Ctγ−1 for some

γ > 0, then by (1.2), the Caputo derivative
∂βf(t)

∂tβ
of f exists for

all t > 0 and the derivative is continuous in t > 0. Kilbas et al [9]
and Podlubny [13] can be referred for further properties of the Caputo
derivative.

In (1.1) the term f(x)h(t, x) models a source term, and it is im-
portant to determine f(x) for realizing observation data. That is to
say our main goal in this paper is: Let r > 0 be fixed. Determine
u(t, x) = u(r, f)(t, x) and f(x) for t ∈ (0, T ) and x ∈ Ω satisfying (1.1)
and

(1.3) u(T, x) = ϕ(x), x ∈ Ω̄.

This inverse problem is by final overdetermining data. We prove that
the inverse problem is well-posed in the sense of Hadamard except for
a finite set of r > 0. Our main tools are the representation formula
of the solution to (1.1), the theory of analytic perturbation of linear
operators(see e.g. [8]) and the uniqueness in the inverse problem (1.1-
1.3). For similar studies one can refer to [15], [16], [17] and some of the
references cited therein. The main difference from these studies is that
the current study includes both space and time fractional derivatives.

This paper is organized as follows: In the next section formulation of
the direct and inverse problems along with their analyses are presented.
Section 3 includes some properties of the operator Ar and the final
section of the paper includes both the statement and the proof of the
main result of the paper.

2. Formulations and analyses of the direct and inverse
problems

In this section, we define the direct and the inverse source problems.
For given inputs β, α, f(x) and h(t, x), the problem (1.1) is called
the direct (forward) problem. Throughout this paper, we assume the
following condition on h(t, x)

(2.1)
∣∣h(T, x)

∣∣ ≥ δ > 0, x ∈ Ω.

Like most direct problems of the mathematical physics, the problem
(1.1) is well-posed, see the very recent interesting paper [10] for details.
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The formal solution to the direct problem (1.1) is given in the form
(see [12] for details)
(2.2)

u(t, x) =
∞∑
n=1

(∫ t

0

τβ−1Eβ,β
(
−λnrβτβ

)〈
f(x)h(t−τ, x), ψn(x)

〉
dτ

)
ψn(x),

where λn =
(
λ̄n
)α/2

, λ̄n and {ψn}n≥1 are eigenvalues and eigenvectors

of the classical Laplace operator −∆ respectively, i.e, −∆ψn = λ̄nψn.

A simple calculation yields λ̄n =
n2π2

4
hence λn = (

nπ

2
)α with ψn(x) =

sin
(nπx

2

)
when n is even and ψn(x) = cos

(nπx
2

)
when n is odd.〈

· , ·
〉

denotes the standard inner product on L2(Ω) and Eα,β(z) is the
generalized Mittag-Leffler function defined as follows

Eα,β(z) :=
∞∑
k=0

zk

Γ(αk + β)
, z ∈ C,

where α > 0 and β ∈ R are arbitrary constants, Γ is the Gamma
function. We note that {λ̄n}n≥1 is a sequence of positive numbers
0 < λ̄1 ≤ λ̄2 ≤ · · · , {ψn}n≥1 is an orthonormal basis for L2(Ω). It
is proved in [12] that (2.2) is the generalized solution to the problem
(1.1) that can be interpreted as the solution in the classical sense under
certain additional conditions. For practical use in latter sections, if we
use the substitution τ ? = t− τ (later replace τ ? by τ) in (2.2), we get
the following useful formula for the solution of (1.1)

u(t, x) =
∞∑
n=1

(∫ t

0

(t− τ)β−1Eβ,β
(
− λnrβ(t− τ)β

)
×
〈
f(x)h(τ, x), ψn(x)

〉
dτ

)
ψn(x).

(2.3)

The following theorems indicate some important properties of the
Mittag-Leffler function, (see the formula (1.83) and Theorem 1.6 in [13]
respectively) which provide technical convenience in ensuing theorems
ahead.

Lemma 2.1. If α < 2, β is arbitrary real number, µ is such that
πα

2
< µ < min{πα, π}, µ ≤ | arg(z)| ≤ π, and C0 is a real constant,

then

|Eα,β(z)| ≤ C0

1 + |z|
.
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Lemma 2.2. The following equality holds for λ > 0, α > 0 and m ∈ N

dm

dtm
Eα,1(−λtα) = −λtα−mEα,α−m+1(−λtα), t > 0.

Now we show that the series on the right-hand side of (2.3) is con-
vergent uniformly in x ∈ Ω and t ∈ (0, T ]. By using Theorem 2.1,
Cauchy-Schwarz inequality, the analytical formula of ψn(x), the as-
sumption f ∈ L2, boundedness of the function h(t, x), and the sub-
stitution τ = t(1 − s) in the integral appearing at the third step we
get

∣∣∣∣ ∞∑
n=1

(∫ t

0

(t− τ)β−1Eβ,β(−λnrβ(t− τ)β)
〈
f(x)h(τ, x), ψn(x)

〉
dτ

)
ψn(x)

∣∣∣∣
≤ C0

∞∑
n=1

∣∣∣∣ ∫ t

0

(t− τ)β−1

1 + λnrβ(t− τ)β
‖fh‖dτ

∣∣∣∣
≤ C1

∞∑
n=1

∣∣∣∣ ∫ t

0

(t− τ)β−1

1 + λnrβ(t− τ)β
dτ

∣∣∣∣
= C1

∞∑
n=1

∣∣∣∣ ∫ 1

0

sβ−1tβ

1 + λnrβsβtβ
ds

∣∣∣∣.

(2.4)

Next we apply Young’s inequality ab ≤ ap

p
+
bq

q
to the numerator

1 + λnr
βsβtβ with a = (1 − µ)−(1−µ), b =

(
λnr

βsβtβ
)µ
µ−µ, p =

1

1− µ
,

q =
1

µ
and µ ∈ (0, 1) to arrive

(2.5) C(µ)
(
λnr

βsβtβ
)µ ≤ 1 + λnr

βsβ,

where C(µ) = (1− µ)−(1−µ) µ−µ. Therefore we have

(2.6)
∞∑
n=1

∣∣∣∣ ∫ 1

0

sβ−1tβ

1 + λnrβsβtβ
ds

∣∣∣∣ ≤ ∞∑
n=1

∣∣∣∣ tβ

C(µ)
(
λnrβtβ

)µ ∫ 1

0

sβ−1

sβµ
ds

∣∣∣∣.
Since µ ∈ (0, 1) and β > 0, the integral appearing at the right hand
side of (2.6) is always convergent. Thus there exist a constant C2 > 0
so that the following holds

(2.7)
∞∑
n=1

∣∣∣∣ ∫ 1

0

sβ−1tβ

1 + λnrβsβtβ
ds

∣∣∣∣ ≤ C2
tβ

C(µ)(rt)βµ

∞∑
n=1

1

(λn)µ
.
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By λn =

(
nπ

2

)α
and µ ∈ (0, 1) for the series in (2.7) to be convergent

α must satisfy αµ > 1 so that we must have α > 1 (we take α ∈ (1, 2)).
By (2.4), we conclude that the series on the right-hand side of (2.3) is
convergent uniformly in x ∈ Ω and t ∈ (0, T ].

In the proof of Theorem 2.4, we employ Young’s inequality for con-
volutions. For the sake of the completeness we recall it here in the form
we need.

Lemma 2.3. [2] Suppose that f is in Lp(0,∞), g is in Lq(0,∞),
1

p
+

1

q
=

1

r
+ 1 with 1 ≤ p and q, r ≤ ∞. Then

∥∥f ∗ g∥∥
r
≤
∥∥f‖p∥∥g∥∥q,

where f ∗g is convolution of f and g, i.e, (f ∗g)(t) =

∫ t

0

f(τ)g(t−τ) dτ.

Now we prove the following theorem which will be useful for the
proof of the main result of the paper.

Theorem 2.1. Let f(x) ∈ L2(Ω), h(t, x) ∈ C1([0, T ];L∞(Ω)). Then
there exists a unique weak solution of the problem (1.1) such that u ∈

L2(0, T ;Hα
0 (Ω)) and

∂β

∂tβ
u ∈ L2((0, T )× Ω). Moreover, there exists a

constant C such that the following inequality holds

(2.8)
∥∥u∥∥

L2(0,T ;Hα
0 (Ω))

+
∥∥∂βt u∥∥L2((0,T )×Ω)

≤ C
∥∥f∥∥

L2(Ω)
.

Before the proof of this theorem, we recall the fractional Sobolev
space

(2.9) Hα
0 (Ω) :=

{
u =

∞∑
n=1

anψn : ‖u
∥∥2

Hα
0

=
∞∑
n=1

a2
nλ̄

α
n < +∞

}
,

with the following equivalence

(2.10)
∥∥u∥∥

Hα
0 (Ω)

=
∥∥(−∆)

α
2 u
∥∥
L2(Ω)

.

Proof. The existence and uniqueness of the weak solution can be
established following the arguments in [4], [12] and [15]. So we only
prove (2.8).
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By using Theorem 2.1, Theorem 2.2 and Eβ,β(−η) ≥ 0, 0 < β < 1,
we have ∫ η

0

|tβ−1Eβ,β(−λntβ)|dt =

∫ η

0

tβ−1Eβ,β(−λntβ)

= − 1

λn

∫ η

0

d

dt
Eβ,1(−λntβ)dt

=
1

λn

(
1− Eβ,1(−λnηβ)

)
.

(2.11)

Following [13],(pp. 140) by means of the Laplace transform we see that

∂β

∂tβ

∫ t

0

〈
f(x)h(τ, x), ψn(x)

〉
(t− τ)β−1Eβ,β

(
− λnrβ(t− τ)β

)
dτ

= −λn
∫ t

0

〈
f(x)h(τ, x), ψn(x)

〉
(t− τ)β−1Eβ,β

(
− λnrβ(t− τ)β

)
dτ

+

〈
f(x)h(t, x), ψn(x)

〉
.

(2.12)

From Theorem 2.3, (2.11) and (2.12) we have

∥∥∥∥ ∂β∂tβ
∫ t

0

〈
f(x)h(τ, x), ψn(x)

〉
(t− τ)β−1Eβ,β

(
− λnrβ(t− τ)β

)
dτ

∥∥∥∥
L2(0,T )

≤ C3

∥∥∥∥〈f(x)h(t, x), ψn(x)

〉∥∥∥∥
L2(0,T )

+ C4

∥∥∥∥〈f(x)h(t, x), ψn(x)

〉∥∥∥∥
L2(0,T )

×
∥∥∥∥λntβ−1Eβ,β

(
− λnrβtβ

)∥∥∥∥
L1(0,T )

≤ C5

∥∥∥∥〈f(x)h(t, x), ψn(x)

〉∥∥∥∥
L2(0,T )

.

(2.13)

By using (2.13) and the assumption h(t, x) ∈ C1([0, T ];L∞(Ω)), we get

∥∥∥∥ ∂β∂tβ u
∥∥∥∥2

L2((0,T )×Ω)

=
∞∑
n=1

∫ T

0

∣∣∣∣ ∂β∂tβ
(∫ t

0

〈
f(x)h(τ, x), ψn(x)

〉
(t− τ)β−1

× Eβ,β
(
− λnrβ(t− τ)β

)
dτ

)∣∣∣∣2dt ≤ C5

∞∑
n=1

∫ T

0

∣∣∣∣〈f(x), ψn(x)

〉∣∣∣∣2dt
≤ C6‖

∥∥f∥∥2

L2(Ω)
.

(2.14)

By (2.10), we see also
∥∥u∥∥

L2(0,T ;Hα
0 (Ω))

≤ C7

∥∥f∥∥
L2(Ω)

. This completes

the proof. �
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Next we define the inverse problem. The inverse problem here consists

of determining the pair of the unknown functions

{
u(t, x), f(x)

}
in

the space-time fractional diffusion problem (1.1) from the final overde-
termining data (also called additional condition or measured output
data) (1.3), for the given function h(t, x), the orders of time and space
derivatives β, α and a fixed r > 0, that is, the problem (1.1), (1.3) is
called the inverse problem.

Now we reformulate the inverse problem. For this purpose, we define
the following operator equation

(2.15) Arf(x) + Θ(x) = f(x),

where Ar(f) : L2(Ω) −→ L2(Ω), Ar(f) and Θ(x) defined by

(2.16) Arf(x) =

∂β

∂tβ
u(r, f)(T, x)

h(T, x)
, Θ(x) = −r

β(∆α/2ϕ)(x)

h(T, x)
,

respectively. Here we denote u = u(r, f) to emphasize the dependence
of the solution u(t, x) of (1.1) to both r > 0 and f(x). The following
lemma indicates the relationship between the operator equation (2.15)
and the inverse problem (1.1), (1.3).

Lemma 2.4. Let I ⊂ (0,∞) and r ∈ I be fixed. Then the operator
equation (2.15) has a solution (a unique solution) f ∈ L2(Ω) if and only
if the inverse problem (1.1), (1.3) has a solution (a unique solution){
u(r, f), f

}
∈ L2(0, T ;Hα

0 (Ω))× L2(Ω).

Proof. First, suppose that the operator equation (2.15) has a so-
lution f ∈ L2(Ω). Then if we substitute this f(x) into the one di-
mensional space-time fractional diffusion equation, we have a unique
solution u(r, f) to (1.1), see [15]. Now we show that the function u(r, f)
satisfies the additional condition (1.3). For this purpose, let’s assume
that

u(T, x) = ϕ1(x), x ∈ Ω.

Since u ∈ L2(0, T ;Hα
0 (Ω)), we have ϕ1(x) ∈ Hα

0 (Ω). By (2.15), we
conclude that −rβ(−∆)α/2 (ϕ1 − ϕ) = 0. Since the Fractional Lapla-
cian operator is invertible, r 6= 0 and ϕ1(x) − ϕ(x) = 0, x ∈ Ω we
get ϕ(x) = ϕ1(x), x ∈ Ω. The converse of the assertion is directly
seen in rewriting the space-time fractional diffusion equation in (2.15).
The uniqueness part of the Lemma 2.4 is a direct result of the unique
solvability of the problem (1.1) and the first part of the Lemma 2.4.
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�

The next section is devoted to show some important properties of
the operator Ar, defined by (2.16). These properties with Lemma 2.4
will be used to prove the main result of the paper.

3. Some properties of the operator Ar

This section is devoted to state and prove some properties of the
operator Ar which are useful tools for a certain answer to the question
of the unique solvability of the inverse problem (1.1), (1.3).

Theorem 3.1. For r ∈ I, the operator Ar : L2(Ω) → L2(Ω) is a
compact operator.

Proof. By (2.2) we have

∂β

∂tβ
u(t, x) = f(x)h(t, x)

−
∞∑
n=1

(∫ t

0

τβ−1Eβ,β
(
− λnrβτβ

)〈
f(x)h(t− τ, x), ψn(x)

〉
dτ

)
rβλnψn(x).

(3.1)

By Theorem 2.2 and integration by parts we have

∫ t

0

τβ−1Eβ,β(−λnrβτβ)

〈
f(x)h(t− τ, x), ψn(x)

〉
dτ

=

∫ t

0

〈
f(x)h(t− τ, x), ψn(x)

〉
d

dτ

(
− 1

λnrβ
Eβ
(
− λnrβτβ

))
dτ

=
1

λnrβ

(〈
f(x)h(t, x), ψn(x)

〉
−
〈
f(x)h(0, x), ψn(x)

〉
Eβ
(
− λnrβτβ

))
+

1

λnrβ

∫ t

0

〈
f(x)

∂

∂τ
h(t− τ, x), ψn(x)

〉
Eβ
(
− λnrβτβ

)
dτ.

(3.2)

If we substitute (3.2) in (3.1), we get

∂β

∂tβ
u(t, x) =

∞∑
n=1

(〈
f(x)h(0, x), ψn(x)

〉
Eβ
(
− λnrβtβ

))
ψn(x)

−
∞∑
n=1

(∫ t

0

〈
f(x)

∂

∂τ
h(t− τ, x), ψn(x)

〉
Eβ
(
− λnrβτβ

)
dτ

)
ψn(x).

(3.3)
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Consequently, by using (2.9), (2.1), Cauhy-Schwarz inequality and Par-
seval’s identity we obtain

∥∥∥∥ ∂β∂tβ u(T, x)

∥∥∥∥2

Hα
0 (Ω)

=
∞∑
n=1

λ̄αn

(〈
f(x)h(0, x), ψn(x)

〉
Eβ
(
− λnrβT β

)
−
∫ T

0

〈
f(x)

∂

∂τ
h(T − τ, x), ψn(x)

〉
Eβ
(
− λnrβτβ

)
dτ

)2

≤ 2
∞∑
n=1

λ̄αn

{〈
f(x)h(0, x), ψn(x)

〉2(
Eβ
(
− λnrβT β

))2

+

(∫ T

0

〈
f(x)

∂

∂τ
h(T − τ, x), ψn(x)

〉
Eβ
(
− λnrβτβ

)
dτ

)2}
≤ 2

∞∑
n=1

λ̄αn

{(
C8

1 + λnrβT β

)2〈
f(x)h(0, x), ψn(x)

〉2

+

∫ T

0

(
C8

1 + λnrβ(T − τ)β

)2

dτ

∫ T

0

(〈
f(x)

∂

∂τ
h(τ, x), ψn(x)

〉)2

dτ

}
≤ 2

∞∑
n=1

λ̄αn

{(
C8

λnrβT β

)2〈
f(x)h(0, x), ψn(x)

〉2

+

∫ T

0

(
C8

1 + λnrβ(T − τ)β

)2

dτ

∫ T

0

(〈
f(x)

∂

∂τ
h(τ, x), ψn(x)

〉)2

dτ

}
≤ C9

{
‖f(x)h(0, x)‖2

L2(Ω) +
T 1−β

rβ(1− β)

∥∥∥∥f(x)
∂

∂τ
h(τ, x)

∥∥∥∥2

L2(ΩT )

}
≤ C10‖f(x)‖2

L2(Ω).

(3.4)

Since Hα
0 (Ω) is compactly embedded in L2(Ω), see [1] and [18], the

operator h(T, x)Arf is compact. Finally by using (2.1), we conclude
that the operator Ar : L2(Ω)→ L2(Ω) is compact. This completes the
proof. �

Theorem 3.2. Arf : I → L2(Ω), defined by (2.16), is real analytic in
r ∈ I for arbitrarily fixed f ∈ L2(Ω).

Proof. We use the last theorem on page 65 of [7]. To show the real
analyticity in r ∈ I for u(r, f) := u(r), it is enough to prove the fol-
lowing



INVERSE SOURCE PROBLEM FOR SPACE-TIME FRACTIONAL EQUATION11

(a)
∂β

∂tβ
u(r) ∈ C∞

(
0,∞;L2(Ω)

)
,

(b)

∥∥∥∥ dmdrm
(
∂β

∂rβ
u(r)(T, x)

)∥∥∥∥
L2(Ω)

≤ M η−m m!, for m ∈ N, r ∈ J :=

[r0, R0] ⊂ I, M > 0 and η > 0.

By (3.4) and the compact embedding, we have∥∥∥∥ ∂β∂tβ u(r)(T, x)

∥∥∥∥
L2(Ω)

≤M.

By (3.3) and
dm

drm
Eβ
(
− λrβτβ

)
= −λnrβ−mτβEβ,β−m+1

(
− λrβτβ

)
we have

dm

drm

(
∂β

∂tβ
u(T, x)

)
=
∞∑
n=1

(〈
f(x)h(0, x), ψn(x)

〉
(−λn)rβ−mT βEβ,β−m+1

(
− λnrβT β

)
−
∫ T

0

〈
f(x)

∂

∂τ
h(T − τ, x), ψn(x)

〉
(−λn)rβ−mτβEβ,β−m+1

(
− λnrβτβ

)
dτ

)
ψn(x).

(3.5)

Therefore we obtain

∥∥∥∥ dmdrm
(
∂β

∂tβ
u(T, x)

)∥∥∥∥2

L2(Ω)

≤ 2
∞∑
n=1

{〈
f(x)h(0, x), ψn(x)

〉2

λ2
nr

2β−2mT β
(

C11

1 + λnrβT β

)2

+

(∫ T

0

〈
f(x)

∂

∂τ
h(T − τ, x), ψn(x)

〉2

λ2
nr

2β−2mdτ

)(∫ T

0

τ 2β

(
C11

1 + λnrβT β

)2

dτ

)}
≤ 2C2

11

r2m

{∥∥f(x)h(0, x)
∥∥2

L2(Ω)
+ T

∥∥f ∂

∂τ
h
∥∥2

L2((0,T )×Ω)

}
≤M2r−2m,

(3.6)

where M2 = 2C2
11

{∥∥f(x)h(0, x)
∥∥2

L2(Ω)
+T

∥∥f ∂

∂τ
h
∥∥2

L2((0,T )×Ω)

}
. Finally,

by (2.1) and (2.16) we conclude that∥∥∥∥ dmdrmArf
∥∥∥∥
L2(Ω)

≤Mδ−1r−m0 .

The proof is completed.
�

Theorem 3.3. There exists a constant 0 < C(r) < 1 such that

(3.7) ‖Arf‖L2(Ω) ≤ C(r)‖f‖L2(Ω),
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where R? < r and R? > 0 is a large number.

Proof. By (2.1), Theorem 2.1 and (3.3) we have

∥∥∥∥Ar(f)

∥∥∥∥2

L2(Ω)

≤ 2

δ2

∞∑
n=1

((
C11

1 + λnrβT β

)2〈
f(x)h(0, x), ψn(x)

〉2

︸ ︷︷ ︸
=:I1

+

(∫ T

0

〈
f(x)

∂

∂τ
h(T − τ, x), ψn(x)

〉
Eβ
(
− λnrβτβ

)
dτ

)2

︸ ︷︷ ︸
=:I2

)

(3.8)

Now we estimate I1 and I2. For I1 we have

(3.9) I1 ≤
C2

11

λ2
1r

2βT 2β

〈
f(x)h(0, x), ψn(x)

〉2

.

For I2 we have

I2 ≤
∫ T

0

〈
f(x)

∂

∂τ
h(T − τ, x), ψn(x)

〉2

dτ

∫ T

0

(
Eβ
(
− λnrβτβ

))2

dτ

≤ C2
11

λ1rβ
T 1−β

1− β

∫ T

0

〈
f(x)

∂

∂τ
h(T − τ, x), ψn(x)

〉2

dτ.

(3.10)

If we substitute (3.9) and (3.10) in (3.8) and use Parseval’s identity,
we get

∥∥∥∥Arf∥∥∥∥2

L2(Ω)

≤ C2
11

δ2

(
1

λ2
1r

2βT 2β
‖h(0, x)‖2

L∞(Ω) +
1

λ1rβ
T 1−β

1− β
‖∂th‖2

L∞((0,T )×Ω)

)
︸ ︷︷ ︸

=:I3

‖f‖2
L2(Ω).

(3.11)

For large r > 0, I3 < 1. This completes the proof. �

The following corollary is obtained directly by Theorem 3.3.

Corollary 3.1. 1 is not an eigenvalue of the operator Ar for large
r > 0.
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4. Proof of the main result

In the proof of the main result of the paper, we will use the Analytic
Fredholm Theorem. For the sake of the completeness we recall it here,
(see page 266, Theorem 8.92 in [14]).

Theorem 4.1. (Analytic Fredholm Theorem) Let G ⊂ C be a domain
and L be a bounded linear operator on G. If L is real analytic on G and

the operator L(λ) is compact for each λ ∈ G then either
(
I − L(λ)

)−1

does not exist for any λ ∈ G or
(
I−L(λ)

)−1
exists for every λ ∈ G\S

where S is a discrete set in G.

Now we are ready to state and prove the main result of the paper.

Theorem 4.2. There exists a finite set S ⊂ I such that for r ∈ I \ S
and ϕ ∈ Hα

0 (Ω), the inverse problem (1.1), (1.3) has a unique solution.
Moreover there exists a constant C12 > 0 such that

(4.1)
∥∥f∥∥

L2(Ω)
+
∥∥u∥∥

L2(0,T ;Hα
0 (Ω))

+
∥∥∂βt u∥∥L2(0,T ;L2(Ω))

≤ C12

∥∥ϕ∥∥
Hα

0 (Ω)
.

Proof. If we use Corollary 3.1 and apply Theorem 3.4 to the operator

Ar, we see that the first alternative can not occur that is,
(
I − Ar

)−1

exists for every λ ∈ I \S where S is a discrete set in I. By Lemma 2.1,
we conclude that the inverse problem (1.1), (1.3) is uniquely solvable.
By (2.10), (2.15) and Theorem 3.3, we also conclude

(4.2)
∥∥f∥∥

L2(Ω)
≤ C12‖ϕ

∥∥
Hα

0 (Ω)
.

(4.2) with (2.8) implies (4.1). The proof is completed. �
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