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#### Abstract

Fractional(nonlocal) diffusion equations replace the integer-order derivatives in space and time by their fractional-order analogues and they are used to model anomalous diffusion, especially in physics. This paper deals with a nonlocal inverse source problem for a one dimensional space-time fractional diffusion equation $\partial_{t}^{\beta} u=-r^{\beta}(-\Delta)^{\alpha / 2} u(t, x)+f(x) h(t, x)$ where $(t, x) \in \Omega_{T}:=$ $(0, T) \times \Omega$ and $\Omega=(-1,1)$. At first we define and analyze the direct problem for the space-time fractional diffusion equation. Later we define the inverse source problem. Furthermore, we set up an operator equation $A_{r} f(x)+\Theta(x)=f(x)$ and derive the relation between the solutions of the operator equation and the inverse source problem. We also prove some important properties of the operator $A_{r}$. By using these properties and analytic Fredholm theorem, we prove that the inverse source problem is well-posed, i.e, $f(t, x)$ can be determined uniquely and depends continuously on additional data $u(T, x), x \in \Omega$.


## 1. Introduction

In this paper, we consider an initial-boundary value problem for a space-time fractional equation

$$
\left\{\begin{array}{l}
\frac{\partial^{\beta}}{\partial t^{\beta}} u(t, x)=-r^{\beta}(-\Delta)^{\alpha / 2} u(t, x)+f(x) h(t, x),(t, x) \in \Omega_{T}  \tag{1.1}\\
u(t,-1)=u(t, 1)=0,0<t<T \\
u(0, x)=0, x \in \Omega
\end{array}\right.
$$

where $\Omega_{T}:=(0, T) \times \Omega, \Omega=(-1,1), r>0$ is a parameter, $f(x) \in$ $L_{2}(\Omega), h(t, x) \in C^{1}\left([0, T] ; L^{\infty}(\Omega)\right)$ are given functions, $\beta \in(0,1)$, $\alpha \in(1,2)$ are fractional order of the time and the space derivatives respectively and $T>0$ is a final time.

[^0]The fractional-time derivative considered here is the Caputo fractional derivative of order $0<\beta<1$ and is defined by

$$
\begin{equation*}
\frac{\partial^{\beta} f(t)}{\partial t^{\beta}}:=\frac{1}{\Gamma(1-\beta)} \int_{0}^{t} \frac{\partial f(r)}{\partial r} \frac{d r}{(t-r)^{\beta}}, \tag{1.2}
\end{equation*}
$$

where $\Gamma$ is the Gamma function. This was intended to properly handle initial values [3, 4, 6], since its Laplace transform(LT) $s^{\beta} \tilde{f}(s)-s^{\beta-1} f(0)$ incorporates the initial value in the same way as the first derivative. Here, $\tilde{f}(s)$ is the usual Laplace transform. It is well-known that the Caputo derivative has a continuous spectrum [4], with eigenfunctions given in terms of the Mittag-Leffler function

$$
E_{\beta}(z):=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(1+\beta k)} .
$$

In fact, it is easy to see that, $f(t)=E_{\beta}\left(-\lambda t^{\beta}\right)$ solves the eigenvalue equation

$$
\frac{\partial^{\beta} f(t)}{\partial t^{\beta}}=-\lambda f(t), f(0)=1
$$

for any $\lambda>0$. This is easily verified by differentiating term-by-term and using the fact that $t^{p}$ has Caputo derivative $t^{p-\beta} \frac{\Gamma(p+1)}{\Gamma(p+1-\beta)}$ for $p>0$ and $0<\beta \leq 1.0<\beta<1$ is taken for slow diffusion, and is related to the parameter specifying the large-time behavior of the waiting-time distribution function, see [13] and some of the references cited therein.

For $0<\alpha<2,(-\Delta)^{\alpha / 2} u$ denotes the fractional Laplacian of $u$. It turns out that it is easier to define it by using the spectral decomposition of the Laplace operator: We take $\left\{\bar{\lambda}_{k}, \psi_{k}\right\}$ the eigenvalues and corresponding eigenvectors of the Laplacian operator in $\Omega$ with Dirichlet boundary conditions on $\partial \Omega$ :

$$
\left\{\begin{array}{l}
-\Delta \psi_{k}=\bar{\lambda}_{k} \psi_{k}, \quad \text { in } \quad \Omega, \\
\psi_{k}=0, \quad \text { on } \quad \partial \Omega .
\end{array}\right.
$$

We then define the operator $(-\Delta)^{\alpha / 2}$ by

$$
(-\Delta)^{\alpha / 2} u:=\sum_{k=0}^{\infty} c_{k} \psi_{k}(x) \mapsto-\sum_{k=0}^{\infty} c_{k} \bar{\lambda}_{k}^{\alpha / 2} \psi_{k}(x),
$$

which maps $H_{0}^{\alpha}(\Omega)$ onto $L^{2}(\Omega)$.

If $f$ is $C^{1}$-function on $[0, \infty)$ satisfying $\left|f^{\prime}(t)\right| \leq C t^{\gamma-1}$ for some $\gamma>0$, then by 1.2 , the Caputo derivative $\frac{\partial^{\beta} f(t)}{\partial t^{\beta}}$ of $f$ exists for all $t>0$ and the derivative is continuous in $t>0$. Kilbas et al 9 ] and Podlubny [13] can be referred for further properties of the Caputo derivative.

In (1.1) the term $f(x) h(t, x)$ models a source term, and it is important to determine $f(x)$ for realizing observation data. That is to say our main goal in this paper is: Let $r>0$ be fixed. Determine $u(t, x)=u(r, f)(t, x)$ and $f(x)$ for $t \in(0, T)$ and $x \in \Omega$ satisfying (1.1) and

$$
\begin{equation*}
u(T, x)=\varphi(x), \quad x \in \bar{\Omega} . \tag{1.3}
\end{equation*}
$$

This inverse problem is by final overdetermining data. We prove that the inverse problem is well-posed in the sense of Hadamard except for a finite set of $r>0$. Our main tools are the representation formula of the solution to (1.1), the theory of analytic perturbation of linear operators(see e.g. [8]) and the uniqueness in the inverse problem (1.1. 1.3). For similar studies one can refer to [15], [16], [17] and some of the references cited therein. The main difference from these studies is that the current study includes both space and time fractional derivatives.

This paper is organized as follows: In the next section formulation of the direct and inverse problems along with their analyses are presented. Section 3 includes some properties of the operator $A_{r}$ and the final section of the paper includes both the statement and the proof of the main result of the paper.

## 2. Formulations and analyses of the direct and inverse PROBLEMS

In this section, we define the direct and the inverse source problems. For given inputs $\beta, \alpha, f(x)$ and $h(t, x)$, the problem (1.1) is called the direct (forward) problem. Throughout this paper, we assume the following condition on $h(t, x)$

$$
\begin{equation*}
|h(T, x)| \geq \delta>0, x \in \bar{\Omega} . \tag{2.1}
\end{equation*}
$$

Like most direct problems of the mathematical physics, the problem (1.1) is well-posed, see the very recent interesting paper [10] for details.

The formal solution to the direct problem (1.1) is given in the form (see [12] for details)
$u(t, x)=\sum_{n=1}^{\infty}\left(\int_{0}^{t} \tau^{\beta-1} E_{\beta, \beta}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right)\left\langle f(x) h(t-\tau, x), \psi_{n}(x)\right\rangle d \tau\right) \psi_{n}(x)$,
where $\lambda_{n}=\left(\bar{\lambda}_{n}\right)^{\alpha / 2}, \bar{\lambda}_{n}$ and $\left\{\psi_{n}\right\}_{n \geq 1}$ are eigenvalues and eigenvectors of the classical Laplace operator $-\Delta$ respectively, i.e, $-\Delta \psi_{n}=\bar{\lambda}_{n} \psi_{n}$. A simple calculation yields $\bar{\lambda}_{n}=\frac{n^{2} \pi^{2}}{4}$ hence $\lambda_{n}=\left(\frac{n \pi}{2}\right)^{\alpha}$ with $\psi_{n}(x)=$ $\sin \left(\frac{n \pi x}{2}\right)$ when $n$ is even and $\psi_{n}(x)=\cos \left(\frac{n \pi x}{2}\right)$ when $n$ is odd. $\langle\cdot, \cdot\rangle$ denotes the standard inner product on $L^{2}(\Omega)$ and $E_{\alpha, \beta}(z)$ is the generalized Mittag-Leffler function defined as follows

$$
E_{\alpha, \beta}(z):=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)}, z \in \mathbb{C}
$$

where $\alpha>0$ and $\beta \in \mathbb{R}$ are arbitrary constants, $\Gamma$ is the Gamma function. We note that $\left\{\bar{\lambda}_{n}\right\}_{n \geq 1}$ is a sequence of positive numbers $0<\bar{\lambda}_{1} \leq \bar{\lambda}_{2} \leq \cdots,\left\{\psi_{n}\right\}_{n \geq 1}$ is an orthonormal basis for $L_{2}(\Omega)$. It is proved in [12] that (2.2) is the generalized solution to the problem (1.1) that can be interpreted as the solution in the classical sense under certain additional conditions. For practical use in latter sections, if we use the substitution $\tau^{\star}=t-\tau$ (later replace $\tau^{\star}$ by $\tau$ ) in (2.2), we get the following useful formula for the solution of (1.1)

$$
\begin{align*}
u(t, x)=\sum_{n=1}^{\infty}( & \int_{0}^{t}(t-\tau)^{\beta-1} E_{\beta, \beta}\left(-\lambda_{n} r^{\beta}(t-\tau)^{\beta}\right)  \tag{2.3}\\
& \left.\times\left\langle f(x) h(\tau, x), \psi_{n}(x)\right\rangle d \tau\right) \psi_{n}(x)
\end{align*}
$$

The following theorems indicate some important properties of the Mittag-Leffler function, (see the formula (1.83) and Theorem 1.6 in [13] respectively) which provide technical convenience in ensuing theorems ahead.

Lemma 2.1. If $\alpha<2, \beta$ is arbitrary real number, $\mu$ is such that $\frac{\pi \alpha}{2}<\mu<\min \{\pi \alpha, \pi\}, \mu \leq|\arg (z)| \leq \pi$, and $C_{0}$ is a real constant, then

$$
\left|E_{\alpha, \beta}(z)\right| \leq \frac{C_{0}}{1+|z|}
$$

Lemma 2.2. The following equality holds for $\lambda>0, \alpha>0$ and $m \in \mathbb{N}$

$$
\frac{d^{m}}{d t^{m}} E_{\alpha, 1}\left(-\lambda t^{\alpha}\right)=-\lambda t^{\alpha-m} E_{\alpha, \alpha-m+1}\left(-\lambda t^{\alpha}\right), t>0
$$

Now we show that the series on the right-hand side of $(2.3)$ is convergent uniformly in $x \in \Omega$ and $t \in(0, T]$. By using Theorem 2.1, Cauchy-Schwarz inequality, the analytical formula of $\psi_{n}(x)$, the assumption $f \in L_{2}$, boundedness of the function $h(t, x)$, and the substitution $\tau=t(1-s)$ in the integral appearing at the third step we get

$$
\begin{align*}
& \left|\sum_{n=1}^{\infty}\left(\int_{0}^{t}(t-\tau)^{\beta-1} E_{\beta, \beta}\left(-\lambda_{n} r^{\beta}(t-\tau)^{\beta}\right)\left\langle f(x) h(\tau, x), \psi_{n}(x)\right\rangle d \tau\right) \psi_{n}(x)\right|  \tag{2.4}\\
& \leq C_{0} \sum_{n=1}^{\infty}\left|\int_{0}^{t} \frac{(t-\tau)^{\beta-1}}{1+\lambda_{n} r^{\beta}(t-\tau)^{\beta}}\|f h\| d \tau\right| \\
& \quad \leq C_{1} \sum_{n=1}^{\infty}\left|\int_{0}^{t} \frac{(t-\tau)^{\beta-1}}{1+\lambda_{n} r^{\beta}(t-\tau)^{\beta}} d \tau\right| \\
& \quad=C_{1} \sum_{n=1}^{\infty}\left|\int_{0}^{1} \frac{s^{\beta-1} t^{\beta}}{1+\lambda_{n} r^{\beta} s^{\beta} t^{\beta}} d s\right| .
\end{align*}
$$

Next we apply Young's inequality $a b \leq \frac{a^{p}}{p}+\frac{b^{q}}{q}$ to the numerator $1+\lambda_{n} r^{\beta} s^{\beta} t^{\beta}$ with $a=(1-\mu)^{-(1-\mu)}, b=\left(\lambda_{n} r^{\beta} s^{\beta} t^{\beta}\right)^{\mu} \mu^{-\mu}, p=\frac{1}{1-\mu}$, $q=\frac{1}{\mu}$ and $\mu \in(0,1)$ to arrive

$$
\begin{equation*}
C(\mu)\left(\lambda_{n} r^{\beta} s^{\beta} t^{\beta}\right)^{\mu} \leq 1+\lambda_{n} r^{\beta} s^{\beta} \tag{2.5}
\end{equation*}
$$

where $C(\mu)=(1-\mu)^{-(1-\mu)} \mu^{-\mu}$. Therefore we have

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|\int_{0}^{1} \frac{s^{\beta-1} t^{\beta}}{1+\lambda_{n} r^{\beta} s^{\beta} t^{\beta}} d s\right| \leq \sum_{n=1}^{\infty}\left|\frac{t^{\beta}}{C(\mu)\left(\lambda_{n} r^{\beta} t^{\beta}\right)^{\mu}} \int_{0}^{1} \frac{s^{\beta-1}}{s^{\beta \mu}} d s\right| \tag{2.6}
\end{equation*}
$$

Since $\mu \in(0,1)$ and $\beta>0$, the integral appearing at the right hand side of (2.6) is always convergent. Thus there exist a constant $C_{2}>0$ so that the following holds

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|\int_{0}^{1} \frac{s^{\beta-1} t^{\beta}}{1+\lambda_{n} r^{\beta} s^{\beta} t^{\beta}} d s\right| \leq C_{2} \frac{t^{\beta}}{C(\mu)(r t)^{\beta \mu}} \sum_{n=1}^{\infty} \frac{1}{\left(\lambda_{n}\right)^{\mu}} \tag{2.7}
\end{equation*}
$$

By $\lambda_{n}=\left(\frac{n \pi}{2}\right)^{\alpha}$ and $\mu \in(0,1)$ for the series in 2.7$)$ to be convergent $\alpha$ must satisfy $\alpha \mu>1$ so that we must have $\alpha>1$ (we take $\alpha \in(1,2)$ ). By (2.4), we conclude that the series on the right-hand side of $(2.3)$ is convergent uniformly in $x \in \Omega$ and $t \in(0, T]$.

In the proof of Theorem 2.4, we employ Young's inequality for convolutions. For the sake of the completeness we recall it here in the form we need.

Lemma 2.3. [2] Suppose that $f$ is in $L_{p}(0, \infty), g$ is in $L_{q}(0, \infty), \frac{1}{p}+$ $\frac{1}{q}=\frac{1}{r}+1$ with $1 \leq p$ and $q, r \leq \infty$. Then

$$
\|f * g\|_{r} \leq\|f\|_{p}\|g\|_{q},
$$

where $f * g$ is convolution of $f$ and $g$, i.e, $(f * g)(t)=\int_{0}^{t} f(\tau) g(t-\tau) d \tau$.
Now we prove the following theorem which will be useful for the proof of the main result of the paper.

Theorem 2.1. Let $f(x) \in L_{2}(\Omega), h(t, x) \in C^{1}\left([0, T] ; L^{\infty}(\Omega)\right)$. Then there exists a unique weak solution of the problem (1.1) such that $u \in$ $L_{2}\left(0, T ; H_{0}^{\alpha}(\Omega)\right)$ and $\frac{\partial^{\beta}}{\partial t^{\beta}} u \in L_{2}((0, T) \times \Omega)$. Moreover, there exists a constant $C$ such that the following inequality holds

$$
\begin{equation*}
\|u\|_{L_{2}\left(0, T ; H_{0}^{\alpha}(\Omega)\right)}+\left\|\partial_{t}^{\beta} u\right\|_{L_{2}((0, T) \times \Omega)} \leq C\|f\|_{L^{2}(\Omega)} \tag{2.8}
\end{equation*}
$$

Before the proof of this theorem, we recall the fractional Sobolev space

$$
\begin{equation*}
H_{0}^{\alpha}(\Omega):=\left\{u=\sum_{n=1}^{\infty} a_{n} \psi_{n}:\|u\|_{H_{0}^{\alpha}}^{2}=\sum_{n=1}^{\infty} a_{n}^{2} \bar{\lambda}_{n}^{\alpha}<+\infty\right\} \tag{2.9}
\end{equation*}
$$

with the following equivalence

$$
\begin{equation*}
\|u\|_{H_{0}^{\alpha}(\Omega)}=\left\|(-\Delta)^{\frac{\alpha}{2}} u\right\|_{L_{2}(\Omega)} . \tag{2.10}
\end{equation*}
$$

Proof. The existence and uniqueness of the weak solution can be established following the arguments in [4], [12] and [15]. So we only prove 2.8).

By using Theorem 2.1, Theorem 2.2 and $E_{\beta, \beta}(-\eta) \geq 0,0<\beta<1$, we have

$$
\begin{align*}
& \int_{0}^{\eta}\left|t^{\beta-1} E_{\beta, \beta}\left(-\lambda_{n} t^{\beta}\right)\right| d t=\int_{0}^{\eta} t^{\beta-1} E_{\beta, \beta}\left(-\lambda_{n} t^{\beta}\right) \\
& =-\frac{1}{\lambda_{n}} \int_{0}^{\eta} \frac{d}{d t} E_{\beta, 1}\left(-\lambda_{n} t^{\beta}\right) d t  \tag{2.11}\\
& =\frac{1}{\lambda_{n}}\left(1-E_{\beta, 1}\left(-\lambda_{n} \eta^{\beta}\right)\right)
\end{align*}
$$

Following [13],(pp. 140) by means of the Laplace transform we see that (2.12)

$$
\begin{aligned}
& \frac{\partial^{\beta}}{\partial t^{\beta}} \int_{0}^{t}\left\langle f(x) h(\tau, x), \psi_{n}(x)\right\rangle(t-\tau)^{\beta-1} E_{\beta, \beta}\left(-\lambda_{n} r^{\beta}(t-\tau)^{\beta}\right) d \tau \\
& =-\lambda_{n} \int_{0}^{t}\left\langle f(x) h(\tau, x), \psi_{n}(x)\right\rangle(t-\tau)^{\beta-1} E_{\beta, \beta}\left(-\lambda_{n} r^{\beta}(t-\tau)^{\beta}\right) d \tau \\
& +\left\langle f(x) h(t, x), \psi_{n}(x)\right\rangle .
\end{aligned}
$$

From Theorem 2.3, (2.11) and 2.12 we have

$$
\begin{align*}
& \left\|\frac{\partial^{\beta}}{\partial t^{\beta}} \int_{0}^{t}\left\langle f(x) h(\tau, x), \psi_{n}(x)\right\rangle(t-\tau)^{\beta-1} E_{\beta, \beta}\left(-\lambda_{n} r^{\beta}(t-\tau)^{\beta}\right) d \tau\right\|_{L_{2}(0, T)}  \tag{2.13}\\
& \quad \leq C_{3}\left\|\left\langle f(x) h(t, x), \psi_{n}(x)\right\rangle\right\|_{L_{2}(0, T)}+C_{4}\left\|\left\langle f(x) h(t, x), \psi_{n}(x)\right\rangle\right\|_{L_{2}(0, T)} \\
& \quad \times\left\|\lambda_{n} t^{\beta-1} E_{\beta, \beta}\left(-\lambda_{n} r^{\beta} t^{\beta}\right)\right\|_{L_{1}(0, T)} \leq C_{5}\left\|\left\langle f(x) h(t, x), \psi_{n}(x)\right\rangle\right\|_{L_{2}(0, T)}
\end{align*}
$$

By using (2.13) and the assumption $h(t, x) \in C^{1}\left([0, T] ; L^{\infty}(\Omega)\right)$, we get

$$
\begin{align*}
& \left.\left\|\frac{\partial^{\beta}}{\partial t^{\beta}} u\right\|_{L_{2}((0, T) \times \Omega)}^{2}=\sum_{n=1}^{\infty} \int_{0}^{T} \right\rvert\, \frac{\partial^{\beta}}{\partial t^{\beta}}\left(\int_{0}^{t}\left\langle f(x) h(\tau, x), \psi_{n}(x)\right\rangle(t-\tau)^{\beta-1}\right.  \tag{2.14}\\
& \left.\times E_{\beta, \beta}\left(-\lambda_{n} r^{\beta}(t-\tau)^{\beta}\right) d \tau\right)\left.\right|^{2} d t \leq C_{5} \sum_{n=1}^{\infty} \int_{0}^{T}\left|\left\langle f(x), \psi_{n}(x)\right\rangle\right|^{2} d t \\
& \leq C_{6}\| \| f \|_{L_{2}(\Omega)}^{2} .
\end{align*}
$$

By 2.10 , we see also $\|u\|_{L_{2}\left(0, T ; H_{0}^{\alpha}(\Omega)\right)} \leq C_{7}\|f\|_{L_{2}(\Omega)}$. This completes the proof.

Next we define the inverse problem. The inverse problem here consists of determining the pair of the unknown functions $\{u(t, x), f(x)\}$ in the space-time fractional diffusion problem (1.1) from the final overdetermining data (also called additional condition or measured output data) (1.3), for the given function $h(t, x)$, the orders of time and space derivatives $\beta, \alpha$ and a fixed $r>0$, that is, the problem (1.1), (1.3) is called the inverse problem.

Now we reformulate the inverse problem. For this purpose, we define the following operator equation

$$
\begin{equation*}
A_{r} f(x)+\Theta(x)=f(x) \tag{2.15}
\end{equation*}
$$

where $A_{r}(f): L_{2}(\Omega) \longrightarrow L^{2}(\Omega), A_{r}(f)$ and $\Theta(x)$ defined by

$$
\begin{equation*}
A_{r} f(x)=\frac{\frac{\partial^{\beta}}{\partial t^{\beta}} u(r, f)(T, x)}{h(T, x)}, \Theta(x)=-\frac{r^{\beta}\left(\Delta^{\alpha / 2} \varphi\right)(x)}{h(T, x)} \tag{2.16}
\end{equation*}
$$

respectively. Here we denote $u=u(r, f)$ to emphasize the dependence of the solution $u(t, x)$ of (1.1) to both $r>0$ and $f(x)$. The following lemma indicates the relationship between the operator equation (2.15) and the inverse problem (1.1), 1.3 ).

Lemma 2.4. Let $I \subset(0, \infty)$ and $r \in I$ be fixed. Then the operator equation (2.15) has a solution (a unique solution) $f \in L_{2}(\Omega)$ if and only if the inverse problem (1.1), (1.3) has a solution (a unique solution) $\{u(r, f), f\} \in L_{2}\left(0, T ; H_{0}^{\alpha}(\Omega)\right) \times L_{2}(\Omega)$.

Proof. First, suppose that the operator equation 2.15) has a solution $f \in L_{2}(\Omega)$. Then if we substitute this $f(x)$ into the one dimensional space-time fractional diffusion equation, we have a unique solution $u(r, f)$ to (1.1), see [15]. Now we show that the function $u(r, f)$ satisfies the additional condition (1.3). For this purpose, let's assume that

$$
u(T, x)=\varphi_{1}(x), \quad x \in \Omega
$$

Since $u \in L_{2}\left(0, T ; H_{0}^{\alpha}(\Omega)\right)$, we have $\varphi_{1}(x) \in H_{0}^{\alpha}(\Omega)$. By (2.15), we conclude that $-r^{\beta}(-\Delta)^{\alpha / 2}\left(\varphi_{1}-\varphi\right)=0$. Since the Fractional Laplacian operator is invertible, $r \neq 0$ and $\varphi_{1}(x)-\varphi(x)=0, x \in \Omega$ we get $\varphi(x)=\varphi_{1}(x), x \in \bar{\Omega}$. The converse of the assertion is directly seen in rewriting the space-time fractional diffusion equation in (2.15). The uniqueness part of the Lemma 2.4 is a direct result of the unique solvability of the problem (1.1) and the first part of the Lemma 2.4 .

The next section is devoted to show some important properties of the operator $A_{r}$, defined by (2.16). These properties with Lemma 2.4 will be used to prove the main result of the paper.

## 3. Some properties of the operator $A_{r}$

This section is devoted to state and prove some properties of the operator $A_{r}$ which are useful tools for a certain answer to the question of the unique solvability of the inverse problem (1.1), (1.3).

Theorem 3.1. For $r \in I$, the operator $A_{r}: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is a compact operator.

Proof. By (2.2) we have

$$
\begin{align*}
& \frac{\partial^{\beta}}{\partial t^{\beta}} u(t, x)=f(x) h(t, x)  \tag{3.1}\\
& -\sum_{n=1}^{\infty}\left(\int_{0}^{t} \tau^{\beta-1} E_{\beta, \beta}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right)\left\langle f(x) h(t-\tau, x), \psi_{n}(x)\right\rangle d \tau\right) r^{\beta} \lambda_{n} \psi_{n}(x)
\end{align*}
$$

By Theorem 2.2 and integration by parts we have

$$
\begin{align*}
& \int_{0}^{t} \tau^{\beta-1} E_{\beta, \beta}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right)\left\langle f(x) h(t-\tau, x), \psi_{n}(x)\right\rangle d \tau  \tag{3.2}\\
& =\int_{0}^{t}\left\langle f(x) h(t-\tau, x), \psi_{n}(x)\right\rangle \frac{d}{d \tau}\left(-\frac{1}{\lambda_{n} r^{\beta}} E_{\beta}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right)\right) d \tau \\
& =\frac{1}{\lambda_{n} r^{\beta}}\left(\left\langle f(x) h(t, x), \psi_{n}(x)\right\rangle-\left\langle f(x) h(0, x), \psi_{n}(x)\right\rangle E_{\beta}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right)\right) \\
& +\frac{1}{\lambda_{n} r^{\beta}} \int_{0}^{t}\left\langle f(x) \frac{\partial}{\partial \tau} h(t-\tau, x), \psi_{n}(x)\right\rangle E_{\beta}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right) d \tau .
\end{align*}
$$

If we substitute (3.2) in (3.1), we get

$$
\begin{align*}
& \frac{\partial^{\beta}}{\partial t^{\beta}} u(t, x)=\sum_{n=1}^{\infty}\left(\left\langle f(x) h(0, x), \psi_{n}(x)\right\rangle E_{\beta}\left(-\lambda_{n} r^{\beta} t^{\beta}\right)\right) \psi_{n}(x)  \tag{3.3}\\
- & \sum_{n=1}^{\infty}\left(\int_{0}^{t}\left\langle f(x) \frac{\partial}{\partial \tau} h(t-\tau, x), \psi_{n}(x)\right\rangle E_{\beta}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right) d \tau\right) \psi_{n}(x) .
\end{align*}
$$

Consequently, by using (2.9), 2.1), Cauhy-Schwarz inequality and Parseval's identity we obtain

$$
\begin{align*}
&\left\|\frac{\partial^{\beta}}{\partial t^{\beta}} u(T, x)\right\|_{H_{0}^{\alpha}(\Omega)}^{2}=\sum_{n=1}^{\infty} \bar{\lambda}_{n}^{\alpha}\left(\left\langle f(x) h(0, x), \psi_{n}(x)\right\rangle E_{\beta}\left(-\lambda_{n} r^{\beta} T^{\beta}\right)\right.  \tag{3.4}\\
&\left.-\int_{0}^{T}\left\langle f(x) \frac{\partial}{\partial \tau} h(T-\tau, x), \psi_{n}(x)\right\rangle E_{\beta}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right) d \tau\right)^{2} \\
& \leq 2 \sum_{n=1}^{\infty} \bar{\lambda}_{n}^{\alpha}\left\{\left\langle f(x) h(0, x), \psi_{n}(x)\right\rangle^{2}\left(E_{\beta}\left(-\lambda_{n} r^{\beta} T^{\beta}\right)\right)^{2}\right. \\
&\left.+\left(\int_{0}^{T}\left\langle f(x) \frac{\partial}{\partial \tau} h(T-\tau, x), \psi_{n}(x)\right\rangle E_{\beta}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right) d \tau\right)^{2}\right\} \\
& \leq 2 \sum_{n=1}^{\infty} \bar{\lambda}_{n}^{\alpha}\left\{\left(\frac{C_{8}}{1+\lambda_{n} r^{\beta} T^{\beta}}\right)^{2}\left\langle f(x) h(0, x), \psi_{n}(x)\right\rangle^{2}\right. \\
&\left.+\int_{0}^{T}\left(\frac{C_{8}}{1+\lambda_{n} r^{\beta}(T-\tau)^{\beta}}\right)^{2} d \tau \int_{0}^{T}\left(\left\langle f(x) \frac{\partial}{\partial \tau} h(\tau, x), \psi_{n}(x)\right\rangle\right)^{2} d \tau\right\} \\
& \leq 2 \sum_{n=1}^{\infty} \bar{\lambda}_{n}^{\alpha}\left\{\left(\frac{C_{8}}{\lambda_{n} r^{\beta} T^{\beta}}\right)^{2}\left\langle f(x) h(0, x), \psi_{n}(x)\right\rangle^{2}\right. \\
&\left.+\int_{0}^{T}\left(\frac{C_{8}}{1+\lambda_{n} r^{\beta}(T-\tau)^{\beta}}\right)^{2} d \tau \int_{0}^{T}\left(\left\langle f(x) \frac{\partial}{\partial \tau} h(\tau, x), \psi_{n}(x)\right\rangle\right)^{2} d \tau\right\} \\
& \leq C_{9}\left\{\|f(x) h(0, x)\|_{L_{2}(\Omega)}^{2}+\frac{T^{1-\beta}}{r^{\beta}(1-\beta)}\left\|f(x) \frac{\partial}{\partial \tau} h(\tau, x)\right\|_{L_{2}\left(\Omega_{T}\right)}^{2}\right\} \\
& \leq C_{10}\|f(x)\|_{L_{2}(\Omega) .}^{2}
\end{align*}
$$

Since $H_{0}^{\alpha}(\Omega)$ is compactly embedded in $L^{2}(\Omega)$, see [1] and [18], the operator $h(T, x) A_{r} f$ is compact. Finally by using (2.1), we conclude that the operator $A_{r}: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is compact. This completes the proof.

Theorem 3.2. $A_{r} f: I \rightarrow L^{2}(\Omega)$, defined by (2.16), is real analytic in $r \in I$ for arbitrarily fixed $f \in L^{2}(\Omega)$.

Proof. We use the last theorem on page 65 of [7]. To show the real analyticity in $r \in I$ for $u(r, f):=u(r)$, it is enough to prove the following
(a) $\frac{\partial^{\beta}}{\partial t^{\beta}} u(r) \in C^{\infty}\left(0, \infty ; L_{2}(\Omega)\right)$,
(b) $\left\|\frac{d^{m}}{d r^{m}}\left(\frac{\partial^{\beta}}{\partial r^{\beta}} u(r)(T, x)\right)\right\|_{L_{2}(\Omega)} \leq M \eta^{-m} m$ !, for $m \in \mathbb{N}, r \in J:=$ $\left[r_{0}, R_{0}\right] \subset I, M>0$ and $\eta>0$.

By (3.4) and the compact embedding, we have

$$
\left\|\frac{\partial^{\beta}}{\partial t^{\beta}} u(r)(T, x)\right\|_{L_{2}(\Omega)} \leq M
$$

By 3.3 and $\frac{d^{m}}{d r^{m}} E_{\beta}\left(-\lambda r^{\beta} \tau^{\beta}\right)=-\lambda_{n} r^{\beta-m} \tau^{\beta} E_{\beta, \beta-m+1}\left(-\lambda r^{\beta} \tau^{\beta}\right)$ we have

$$
\begin{align*}
& \frac{d^{m}}{d r^{m}}\left(\frac{\partial^{\beta}}{\partial t^{\beta}} u(T, x)\right)=\sum_{n=1}^{\infty}\left(\left\langle f(x) h(0, x), \psi_{n}(x)\right\rangle\left(-\lambda_{n}\right) r^{\beta-m} T^{\beta} E_{\beta, \beta-m+1}\left(-\lambda_{n} r^{\beta} T^{\beta}\right)\right.  \tag{3.5}\\
& \left.-\int_{0}^{T}\left\langle f(x) \frac{\partial}{\partial \tau} h(T-\tau, x), \psi_{n}(x)\right\rangle\left(-\lambda_{n}\right) r^{\beta-m} \tau^{\beta} E_{\beta, \beta-m+1}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right) d \tau\right) \psi_{n}(x)
\end{align*}
$$

Therefore we obtain

$$
\begin{align*}
& \left\|\frac{d^{m}}{d r^{m}}\left(\frac{\partial^{\beta}}{\partial t^{\beta}} u(T, x)\right)\right\|_{L_{2}(\Omega)}^{2} \leq 2 \sum_{n=1}^{\infty}\left\{\left\langle f(x) h(0, x), \psi_{n}(x)\right\rangle^{2} \lambda_{n}^{2} r^{2 \beta-2 m} T^{\beta}\left(\frac{C_{11}}{1+\lambda_{n} r^{\beta} T^{\beta}}\right)^{2}\right.  \tag{3.6}\\
& \left.+\left(\int_{0}^{T}\left\langle f(x) \frac{\partial}{\partial \tau} h(T-\tau, x), \psi_{n}(x)\right\rangle_{n}^{2} \lambda_{n}^{2} r^{2 \beta-2 m} d \tau\right)\left(\int_{0}^{T} \tau^{2 \beta}\left(\frac{C_{11}}{1+\lambda_{n} r^{\beta} T^{\beta}}\right)^{2} d \tau\right)\right\} \\
& \leq \frac{2 C_{11}^{2}}{r^{2 m}}\left\{\|f(x) h(0, x)\|_{L_{2}(\Omega)}^{2}+T\left\|f \frac{\partial}{\partial \tau} h\right\|_{L_{2}((0, T) \times \Omega)}^{2}\right\} \leq M^{2} r^{-2 m}
\end{align*}
$$

where $M^{2}=2 C_{11}^{2}\left\{\|f(x) h(0, x)\|_{L_{2}(\Omega)}^{2}+T\left\|f \frac{\partial}{\partial \tau} h\right\|_{L_{2}((0, T) \times \Omega)}^{2}\right\}$. Finally,
by (2.1) and (2.16) we conclude that

$$
\left\|\frac{d^{m}}{d r^{m}} A_{r} f\right\|_{L_{2}(\Omega)} \leq M \delta^{-1} r_{0}^{-m} .
$$

The proof is completed.

Theorem 3.3. There exists a constant $0<\mathcal{C}(r)<1$ such that

$$
\begin{equation*}
\left\|A_{r} f\right\|_{L^{2}(\Omega)} \leq \mathcal{C}(r)\|f\|_{L^{2}(\Omega)} \tag{3.7}
\end{equation*}
$$

where $R^{\star}<r$ and $R^{\star}>0$ is a large number.
Proof. By (2.1), Theorem 2.1 and (3.3) we have

$$
\begin{align*}
&\left\|A_{r}(f)\right\|_{L_{2}(\Omega)}^{2} \leq \frac{2}{\delta^{2}} \sum_{n=1}^{\infty}(\underbrace{\left(\frac{C_{11}}{1+\lambda_{n} r^{\beta} T^{\beta}}\right)^{2}\left\langle f(x) h(0, x), \psi_{n}(x)\right\rangle^{2}}_{=: I_{1}}  \tag{3.8}\\
&+\underbrace{\left(\int_{0}^{T}\left\langle f(x) \frac{\partial}{\partial \tau} h(T-\tau, x), \psi_{n}(x)\right\rangle E_{\beta}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right) d \tau\right)^{2}}_{=: I_{2}})
\end{align*}
$$

Now we estimate $I_{1}$ and $I_{2}$. For $I_{1}$ we have

$$
\begin{equation*}
I_{1} \leq \frac{C_{11}^{2}}{\lambda_{1}^{2} r^{2 \beta} T^{2 \beta}}\left\langle f(x) h(0, x), \psi_{n}(x)\right\rangle^{2} . \tag{3.9}
\end{equation*}
$$

For $I_{2}$ we have

$$
\begin{align*}
I_{2} & \leq \int_{0}^{T}\left\langle f(x) \frac{\partial}{\partial \tau} h(T-\tau, x), \psi_{n}(x)\right\rangle^{2} d \tau \int_{0}^{T}\left(E_{\beta}\left(-\lambda_{n} r^{\beta} \tau^{\beta}\right)\right)^{2} d \tau  \tag{3.10}\\
& \leq \frac{C_{11}^{2}}{\lambda_{1} r^{\beta}} \frac{T^{1-\beta}}{1-\beta} \int_{0}^{T}\left\langle f(x) \frac{\partial}{\partial \tau} h(T-\tau, x), \psi_{n}(x)\right\rangle^{2} d \tau
\end{align*}
$$

If we substitute (3.9) and (3.10) in (3.8) and use Parseval's identity, we get

$$
\begin{align*}
& \left\|A_{r} f\right\|_{L_{2}(\Omega)}^{2}  \tag{3.11}\\
& \leq \underbrace{\frac{C_{11}^{2}}{\delta^{2}}\left(\frac{1}{\lambda_{1}^{2} r^{2 \beta} T^{2 \beta}}\|h(0, x)\|_{L_{\infty}(\Omega)}^{2}+\frac{1}{\lambda_{1} r^{\beta}} \frac{T^{1-\beta}}{1-\beta}\left\|\partial_{t} h\right\|_{L_{\infty}((0, T) \times \Omega)}^{2}\right)}_{=: I_{3}}\|f\|_{L_{2}(\Omega)}^{2} .
\end{align*}
$$

For large $r>0, I_{3}<1$. This completes the proof.
The following corollary is obtained directly by Theorem 3.3.
Corollary 3.1. 1 is not an eigenvalue of the operator $A_{r}$ for large $r>0$.

## 4. Proof of the main result

In the proof of the main result of the paper, we will use the Analytic Fredholm Theorem. For the sake of the completeness we recall it here, (see page 266, Theorem 8.92 in [14).

Theorem 4.1. (Analytic Fredholm Theorem) Let $G \subset \mathbb{C}$ be a domain and $L$ be a bounded linear operator on $G$. If $L$ is real analytic on $G$ and the operator $L(\lambda)$ is compact for each $\lambda \in G$ then either $(I-L(\lambda))^{-1}$ does not exist for any $\lambda \in G$ or $(I-L(\lambda))^{-1}$ exists for every $\lambda \in G \backslash S$ where $S$ is a discrete set in $G$.

Now we are ready to state and prove the main result of the paper.
Theorem 4.2. There exists a finite set $S \subset I$ such that for $r \in I \backslash S$ and $\varphi \in H_{0}^{\alpha}(\Omega)$, the inverse problem (1.1), (1.3) has a unique solution. Moreover there exists a constant $C_{12}>0$ such that

$$
\begin{equation*}
\|f\|_{L^{2}(\Omega)}+\|u\|_{L_{2}\left(0, T ; H_{0}^{\alpha}(\Omega)\right)}+\left\|\partial_{t}^{\beta} u\right\|_{L_{2}\left(0, T ; L_{2}(\Omega)\right)} \leq C_{12}\|\varphi\|_{H_{0}^{\alpha}(\Omega)} . \tag{4.1}
\end{equation*}
$$

Proof. If we use Corollary 3.1 and apply Theorem 3.4 to the operator $A_{r}$, we see that the first alternative can not occur that is, $\left(I-A_{r}\right)^{-1}$ exists for every $\lambda \in I \backslash S$ where $S$ is a discrete set in $I$. By Lemma 2.1, we conclude that the inverse problem (1.1), (1.3) is uniquely solvable. By (2.10), (2.15) and Theorem 3.3, we also conclude

$$
\begin{equation*}
\|f\|_{L^{2}(\Omega)} \leq C_{12}\|\varphi\|_{H_{0}^{\alpha}(\Omega)} \tag{4.2}
\end{equation*}
$$

(4.2) with (2.8) implies (4.1). The proof is completed.

## 5. Acknowledgments

The research has been supported by the Scientific and Technological Research Council of Turkey (TÜBİTAK) through the project Nr 113F373, also by the Zirve University Research Fund. The authors thank the referee for his/her very careful reading and for pointing out several mistakes as well as for the useful comments and suggestions.

## References

[1] R. A. Adams Sobolev Spaces Pure and Applied Mathematics 65, Academic Press, New York-London, 1975. 3
[2] V. Bogachev. Measure Theory I. Berlin, Heidelberg, New York: SpringerVerlag, 2007. 2.3
[3] M. Caputo. Linear models of diffusion whose Q is almost frequency independent, part II. Geophys. J. R. Astron. Soc., 13:529-539, 1967. 1
[4] Q. Z. Chen, M. M. Meerschaert and E. Nane. Space-time fractional diffusion on bounded domains. Journal of Math. Analysis and its Appl., 393:479-488, 2012. 1. 2
[5] S. D. Eidelman, S. D. Ivasyshen, A. N. Kochubei. Analytic Methods in the Theory of Differential and Pseudo-Differential Equations of Parabolic Type. Birkhäuser, Basel, 2004. 1
[6] F. John Partial Differential Equations Springer-Verlag, Berlin, 1982. 3
[7] T. Kato Perturbation Theory for Linear Operators Springer-Verlag, Berlin, 1976. 1
[8] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo. Theory and Applications of Fractional Differential Equations. Elsevier, Amsterdam, 2006. 1
[9] V. N. Kolokoltsov and M. A. Veretennikova Well-posedness and regularity of the Cauchy problem for nonlinear fractional in time and space equations. Fractional Differential Calculus, to appear, 2014. 2
[10] Y. Luchko, Initial-Boundary-Value problems for the one-dimensional timefractional diffusion equation. Fractional Calculus Appl. Anal, 15:141-160, 2012. 2, 2, 2
[11] I. Podlubny. Fractional Differential Equations. Academic Press, San Diego, 1999. 1, 2, 2
[12] M. Renardy and R. C. Rogers An introduction to Partial Differential Equations Springer-Verlag Newyork Inc, 2004. 4
[13] K. Sakamoto and M. Yamamato Initial value/boundary value problems for fractional diffusion-wave equations and applications to some inverse problems Journal of Mathematical Analysis and Applications, 382:426-447, 2011. 1, 2, 2
[14] K. Sakamoto and M. Yamamato Inverse heat source problem from time distributing overdetermination Applicable Analysis, 88(5):735-748, 2009. 1
[15] K. Sakamoto and M. Yamamato Inverse source problem with a final overdetermination for a fractional diffusion equation Mathematical Control and Related Fields, 1(4):509-518, 2011. 1
[16] E. M. Stein Singular integrals and differentiability properties of functions Princeton Mathematical Series 30, Princeton University Press, Princeton, N.J., 1970. 3

(Salih Tatar)<br>Department of Mathematics<br>Faculty of Education<br>Zirve University<br>Sahinbey, Gaziantep, 27260, TURkEY<br>E-mail address: salih.tatar@zirve.edu.tr<br>URL: http://person.zirve.edu.tr/statar/<br>(Süleyman Ulusoy)<br>Department of Mathematics<br>Faculty of Education<br>Zirve University<br>Sahinbey, Gaziantep, 27260, Turkey<br>E-mail address: suleyman.ulusoy@zirve.edu.tr<br>URL: http://person.zirve.edu.tr/ulusoy/


[^0]:    Key words and phrases. Fractional derivative; Fractional Laplacian; Inverse Source problem; Mittag-Leffler function.

