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a b s t r a c t

We present an a posteriori error analysis of the fully discretized time-dependent Darcy
and Stokes equations, that models laminar fluid flow over a porous medium in two- or
three-dimensional connected open domains which are coupled via appropriate matching
conditions on the interface. The problem is discretized by the backward Euler scheme in
time and finite elements in space.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

The coupled models find numerous practical applications, for example the flow of blood in arteries, diffusion and
dispersion of pollutants in water, the flow with heat transfer in porous media, etc. These coupled problems involve several
partial differential equations such as the Navier–Stokes equations, the Stokes equations, the Darcy’s law in porous region and
the free surface Navier–Stokes equations, [1–4]. The flow inside a deformable tube can bemodeled using the linear elasticity
equations coupled with the Navier–Stokes equations.

In this paper, we focus on a model for a liquid such as water flowing on a homogeneous porous ground, where the
instationary Darcy and Stokes equations are coupled via appropriate matching conditions on the interface. This kind of
problem is studied in [5] for the stationary case.

One important issue in the coupled Darcy–Stokes flow is the treatment of the interface condition, where the Stokes fluid
meets the porous medium.

[3,6–14] considered a formulation based on the Beaver–Joseph–Saffman interface conditions, which was experimentally
derived by Beavers and Joseph in [15]. For these Darcy–Stokes equations, the following interface conditions have been
extensively studied and used in literature see [3,11] and [16, Sec. 4.5]

u|ΩP
· n = u|ΩF

· n and − p|ΩP
n = ν∂nu|ΩF

− p|ΩF
n onΓ×]0, T [, (1)

the first and the second interface conditions ensure the mass conservation and the continuity of forces, respectively, across
the interface Γ . However, in [8] the interface conditions refer to mass conservation, balance of normal forces in addition

* Corresponding author.
E-mail addresses: bernardi@ann.jussieu.fr (C. Bernardi), ayounesorfi@yahoo.com (A.Y. Orfi).

https://doi.org/10.1016/j.camwa.2018.04.021
0898-1221/© 2018 Elsevier Ltd. All rights reserved.

https://doi.org/10.1016/j.camwa.2018.04.021
http://www.elsevier.com/locate/camwa
http://www.elsevier.com/locate/camwa
http://crossmark.crossref.org/dialog/?doi=10.1016/j.camwa.2018.04.021&domain=pdf
mailto:bernardi@ann.jussieu.fr
mailto:ayounesorfi@yahoo.com
https://doi.org/10.1016/j.camwa.2018.04.021


C. Bernardi, A.Y. Orfi / Computers and Mathematics with Applications 76 (2018) 340–360 341

to the Beavers–Joseph–Saffman law, which yields the introduction of the trace of the porous media pressure as a suitable
Lagrange multiplier.

Various numerical methods, such as finite element methods, mixed methods, discontinuous Galerkin methods and
combinations of these methods, have been studied in the literature. For instance, finite element methods were studied
in [3] and finite element methods coupled with mixed methods have been analyzed in [11]. Primal discontinuous Galerkin
methods using broken Sobolev spaces are analyzed in [12], and they are coupled with mixed methods in [13].

The stability of the numerical methods for the evolutionary Stokes–Darcy problem was analyzed in different previous
works see [17–19]. For example, [19] proposed an approach consisting of four methods that uncouple each time step into
separate Stokes flow problem and Darcy flow problem, one is a parallel uncouplingmethod, while the three others uncouple
sequentially. In [17] a second order and unconditionally stable method for the unsteady Stokes–Darcy problem is proposed.
This method uncouples the surface from the groundwater flow by using the implicit–explicit combination of the Crank–
Nicolson and Leapfrog methods for the discretization in time.

The basic discretization of this problem relies on the backward Euler schemewith respect to the time variable and on finite
elements with respect to the space variables. The space discretization that we propose relies on themortar elementmethod,
a domain decomposition technique introduced in [20] and [21]. We use a subdomain for the fluid and another one for the
porousmedium. On each subdomain,we consider a finite element discretization, relying on standard finite elements both for
the Stokes problem and the Darcy equations. For the Stokes problem we use the Bernardi–Raugel finite element introduced
in [22] and analyzed in [23] and for the Darcy problemwe use the Raviart–Thomas finite element, see [24]. Besides, in [8] the
same finite elements are employed for the Stokes and the Darcy domains, whereas the Lagrange multiplier on the interface
is approximated by continuous piecewise linear elements.

Other choices of finite elements are possible. Indeed, the Raviart–Thomas element is the simplest div-conforming element
and the Bernardi–Raugel element is the less expensive H1-conforming finite element for the Stokes problem.

The a priori analysis of this problem has been recently published, see [25]. The aim of the present paper is to extend the
investigation to the a posteriori analysis.

Several works have been done concerning the a posteriori analysis of parabolic type problems. Part of it (cf . [26–28])
deals only with the space discretization and provides appropriate error indicators for it. Another idea see [29–31], consists
in establishing a full time and space variational formulation of the continuous problem and using a discontinuous Galerkin
method for the discretization with respect to all variables. In this work, we follow a different approach that uncouples as
much as possible the time and space errors, according to an idea presented in [32]. We introduce two different types of error
indicators, one for the time discretization and other for the space discretization, and we prove upper and lower bounds for
the error.

An outline of the paper is as follows:
• Section 2 is devoted to the description of the continuous, the time semi-discrete and the fully discrete problems. We recall
their main properties and some standard a priori estimates.
• In Section 3, we perform the a posteriori analysis of the time discretization.
• In Section 4, three families of error indicators, related to the error onΩP ,ΩF and Γ , respectively, are proposed and the a
posteriori analysis of the discrete problem is achieved.
• The adaptivity strategy is presented in Section 5.

2. The continuous, semi-discrete and discrete problems

The mortar element method has been used for handling curved boundaries. In order to avoid the techniques required for
the treatment of the curved boundaries, we assume that the domainΩ is a polygonal in dimension (d = 2) or a polyhedral
in dimension (d = 3) divided into two connected open sets ΩP and ΩF with Lipschitz-continuous boundaries, where the
indices P and F stand for porous and fluid, respectively. Let T > 0 be a finite time. The fluid that we consider is viscous and
incompressible and is governed by the Stokes equations:⎧⎪⎨⎪⎩

∂tu − ν∆u + gradp = f in ΩF×]0, T [,

divu = 0 in ΩF×]0, T [,

u(x, 0) = u0(x) in ΩF at t = 0.
(2)

The porous medium is assumed to be rigid and saturated with the fluid, and governed by the Darcy equations:⎧⎪⎨⎪⎩
∂tu + αu + gradp = f in ΩP×]0, T [,

divu = 0 in ΩP×]0, T [,

u(x, 0) = u0(x) in ΩP at t = 0.
(3)

In problems (2) and (3) the unknowns are the velocity u and the pressure p of the fluid; the data are the distribution
f which represents the external force and the initial velocity u0, while the parameters ν and α are positive constants,
representing the viscosity of the fluid and the ratio of this viscosity to the permeability of the medium, respectively. We
assume that α is a constant on ΩP , which implies that the porous medium is homogeneous, see [33] and [34]. Concerning



342 C. Bernardi, A.Y. Orfi / Computers and Mathematics with Applications 76 (2018) 340–360

Fig. 1. Two examples of two-dimensional domainsΩ .

the boundary conditions, as illustrated in Fig. 1 (d = 2), we denote by Γa the upper edge (d = 2) or face (d = 3) ofΩ , where
the index ameans in contact with the atmosphere. Let ΓaP = Γa ∩∂ΩP , and ΓaF = Γa ∩∂ΩF . We set ΓP = (∂Ω ∩∂ΩP )\ΓaP ,
and ΓF = (∂Ω ∩ ∂ΩF ) \ ΓaF . Let n the unit outward normal vector to Ω and also to ΩP on ∂ΩP . We provide the previous
partial differential equations (2) and (3) with the conditions

u · n = k onΓP×]0, T [ and p = pa onΓaP×]0, T [, (4)

u = g onΓF×]0, T [ and ν∂nu − pn = ta onΓaF×]0, T [. (5)

On ∂Ω \ Γa these conditions are Dirichlet type, on ΓaP the pressure is equal to the atmospheric pressure pa, on ΓaF the
variations of the free surface at the top of the flow are neglected in the model, thus ta depends on the atmospheric pressure
and thewind on the river. However, see [35, Sec. 1.4], whenΓaP = ΓaF = φ, the flux condition

∫
ΓF
(g ·n)(τ ) dτ+

∫
ΓP

k(τ ) dτ =

0, is necessary both mathematically and due to the physics of the problem.
Let Γ denotes the interface ∂ΩP ∩ ∂ΩF . On Γ we consider the matching conditions (1).

2.1. Variational formulation

Let H(div,Ω) denotes the space of functions v in L2(Ω)d such that div(v) belongs to L2(Ω). H(div,Ω) is Hilbert space for
the scalar product associated with the following norm

∥v∥H(div;Ω) =

(
∥v∥2

L2(Ω)d + ∥div(v)∥2
L2(Ω)

) 1
2
.

In all that follows, for any t , 0 < t ≤ T , and any separable Banach space X provided with the norm ∥·∥X , we denote by
L2(0, t; X) the space of measurable functions v from (0, t) in X such that

∥v∥L2(0,t;X) =

(∫ t

0
∥v(·, t)∥2

X dt
) 1

2
< +∞.

For any positive integer m, we introduce the space Hm(0, t; X) of functions in L2(0, t; X) such that all their time derivatives
of order ≤ m belong to L2(0, t; X) and equipped with the norm

∥u∥H1(0,t;X) =

(∫ t

0
∥u(·, t)∥2

X dt +

∫ t

0
∥∂tu(·, t)∥2

X dt
) 1

2
.

We also use the space C0(0, t; X) of continuous functions v from [0, t] in X . Let (·, ·) stands for the scalar product on L2(Ω)
or L2(Ω)d.

Finally, we introduce the variational spaces

X(Ω) =
{
v ∈ H(div;Ω); v|ΩF

∈ H1(ΩF )d
}
,

X0(Ω) = {v ∈ X(Ω); v · n = 0 onΓP and v = 0 onΓF } .

Both of them are Hilbert spaces equipped with the norm

∥v∥X(Ω) = (∥v∥2
H(div;ΩP ) + ∥v∥2

H1(ΩF )d
)
1
2 .

For convenience, throughout this paper, we will use the notation x ≲ y to denote that x ≤ cy, where c is a positive
constant.

Remark 1. We know that the normal trace operator v ↦→ v · n is defined and continuous from H(div;Ω) into H−
1
2 (∂Ω)

see [36, Chap. I , Thm. 2.4]. Moreover, for any part Γ ∗ of ∂Ω with positive measure, the normal trace on Γ ∗ of a function v
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in H(div;Ω) makes sense in H
1
2
00(Γ

∗)′, note in addition that H−
1
2 (Γ ∗) is imbedded in H

1
2
00(Γ

∗)′. We refer to [37, Chap. I, Sec.

11], for the definition of H
1
2
00(Γ

∗) as the space of functions in H
1
2 (Γ ∗) such that their extension by zero belongs to H

1
2 (∂Ω).

Assume that the data

f ∈ L2(0, T ; X0(Ω)′), pa ∈ L2(0, T ;H
1
2
00(ΓaP )), k ∈ L2(0, T ;H−

1
2 (ΓP )),

ta ∈ L2(0, T ;H−
1
2 (ΓaF )d), g ∈ L2(0, T ;H

1
2 (ΓF )d) and u0

∈ X(Ω).
(6)

It can be checked that problem (2) to (1) admits the variational formulation:
Find u ∈ L2(0, T ; X(Ω)) ∩ C0(0, T ; L2(Ω)d) and p ∈ L2(0, T ; L2(Ω)) such that

u(·, 0) = u0 inΩ, (7)

such that, for a.e. t, 0 ≤ t ≤ T

u(·, t) · n = k(·, t) onΓP ,

u(·, t) = g(·, t) onΓF ,
(8)

and such that, for a.e. t, 0 ≤ t ≤ T ,

∀v ∈ X0(Ω), (∂tu, v) + a(u, v) + b(v, p) = L(·, t)(v),

∀q ∈ L2(Ω), b(u, q) = 0,
(9)

where a(u, v) = aΩF (u, v) + aΩP (u, v),

aΩF (u, v) = ν

∫
ΩF

∇u(x, t) : ∇v(x) dx, aΩP (u, v) = α

∫
ΩP

u(x, t) · v(x) dx,

b(v, q) = −

∫
Ω

divv(x) q(x) dx,

and L(·, t)(v) =

∫
Ω

f (x, t) · v(x) dx −

∫
ΓaP

(v · n)(τ ) pa(x, t)(τ ) dτ

+

∫
ΓaF

v(τ ) · ta(x, t)(τ ) dτ . (10)

It is readily checked that a(·, ·) is continuous on X(Ω)×X(Ω), while the bilinear form b(·, ·) is continuous on X(Ω)× L2(Ω);
its kernel

V (Ω) =
{
v ∈ X0(Ω); ∀q ∈ L2(Ω), b(v, q) = 0

}
,

coincides with the space of functions in X0(Ω) which are divergence-free onΩ .

Assumption 1. We assume that:
(i) either ΓF has a positive measure in ∂ΩF ,
(ii) or the normal vector n(x) runs through a basis of Rd when x runs through Γ .

Recalling the main results concerning this problem, see [25] and also ([5, Lems 2.5 and 2.6]) which are proven:
(i) If Assumption 1 is satisfied, then the following ellipticity property holds for α∗ = min(ν, α)

∀v ∈ V (Ω), α∗ ∥v∥2
X(Ω) ≲ a(v, v), (11)

where, see the proof in [5, Lem 2.5]

∀v ∈ V (Ω), ∥v∥X(Ω) ≲
(
∥v∥2

L2(ΩP )d
+ |v|2H1(ΩF )d

) 1
2
. (12)

(ii) There exists a constant β > 0 such that

∀q ∈ L2(Ω), sup
v∈X0(Ω)

b(v, q)
∥v∥X(Ω)

≥ β ∥q∥L2(Ω) . (13)

To study this problem, we will take ta = k = g = 0 which is not fully unlikely from a physical point of view, and assume
the following:

f ∈ L2(0, T ; L2(Ω)d), pa ∈ L2(0, T ;H
1
2
00(ΓaP )), and u0

∈ X0(Ω). (14)



344 C. Bernardi, A.Y. Orfi / Computers and Mathematics with Applications 76 (2018) 340–360

A new variational formulation equivalent to problem (7)–(8)–(9) was found in [25] when ta = 0. For this, since pa ∈

L2(0, T ;H
1
2
00(ΓaP )), there exists a lifting p̃a ∈ L2(0, T ;H1(Ω)) such that p̃a = 0 on ∂Ω \ ΓaP andp̃aL2(0,T ;H1(Ω)) ≲ ∥pa∥

L2(0,T ;H
1
2
00(ΓaP ))

. (15)

We set: p∗ = p − p̃a, where p∗|ΓaP
= 0. We observe that problem (7)–(8)–(9) is equivalent to the following:

Find u ∈ L2(0, T ; X0(Ω)) ∩ C0(0, T ; L2(Ω)d) and p∗ ∈ L2(0, T ; L2(Ω)) such that,

u(·, 0) = u0 inΩ, (16)

and for a.e. t , 0 ≤ t ≤ T ,

∀v ∈ X0(Ω), (∂tu, v) + a(u, v) + b(v, p∗) = L(·, t)(v),

∀q ∈ L2(Ω), b(u, q) = 0,
(17)

where

L(·, t)(v) =

∫
Ω

f (x, t) · v(x) dx −

∫
Ω

∇p̃a(x, t) · v(x) dx. (18)

Furthermore, the following existence and stability results are derived from [25, Sect. 2.2, Thm. 3].

Theorem 1. If Assumption 1 holds, in the case ta = k = g = 0 and for any data (f , pa, u0) satisfying (14), problem (7)– (8)–(9)
has a unique solution

u ∈ L2(0, T ; X(Ω)) ∩ C0(0, T ; L2(Ω)d) and p ∈ L2(0, T ; L2(Ω))

such that

∥u∥H1(0,T ;L2(Ω)d) + ∥u∥L2(0,T ;X(Ω)) + ∥p∥L2(0,T ;L2(Ω))

≲ ∥f ∥L2(0,t;L2(Ω)d) + ∥pa∥
L2(0,t;H

1
2
00(ΓaP ))

+ ∥u(·, 0)∥X(Ω) . (19)

2.2. The time semi-discrete problem

In order to describe the time discretization of problem (2) to (1) with an adaptive choice of local time steps, we introduce
a partition of the interval [0, T ] into subintervals [tn−1, tn], 1 ≤ n ≤ N , such that 0 = t0 < t1 < · · · < tN = T . We denote by
τn the length tn − tn−1, by τ the N-tuple (τ1, τ2, · · · , τN ), and by |τ | the maximum of the τn, 1 ≤ n ≤ N . For any data (f , pa,
k, ta, g , u0) satisfying

f ∈ C0(0, T ; X0(Ω)′), pa ∈ C0(0, T ;H
1
2
00(ΓaP )), k ∈ C0(0, T ;H−

1
2 (ΓP )),

ta ∈ C0(0, T ;H−
1
2 (ΓaF )d), g ∈ C0(0, T ;H

1
2 (ΓF )) and u0

∈ X(Ω).
(20)

The semi-discrete problem constructed from the backward Euler scheme applied to the variational formulation (7)–(8)–
(9) is:

Find (un)0≤n≤N , in (X(Ω))N+1 and (pn)1≤n≤N in
(
L2(Ω)

)N such that

u0
= u(·, 0) in Ω, (21)

such that, for all n, 1 ≤ n ≤ N ,

un
· n = kn on ΓP , un

= gn on ΓF , (22)

and, for all n, 1 ≤ n ≤ N ,

∀v ∈ X0(Ω), (un, v) + τna(un, v) + τnb(v, pn) = (un−1, v) + τnLn(v),

∀q ∈ L2(Ω), b(un, q) = 0,
(23)

where kn = k(·, tn), gn
= g(·, tn), f n = f (·, tn), tna = ta(·, tn), pna = pa(·, tn) and Ln(v) = L(·, tn)(v) (L is defined in (10)).

When ta = 0, a new variational formulation equivalent to problem (21)–(22)–(23) was found in [25, Sect. 3.1]. Here,
similar than previous, we assume that ta = k = g = 0 and we will find a new variational formulation which is equivalent
to problem (21)–(22)–(23). For this we use p̃na = p̃a(·, tn) ∈ H1(Ω) defined in (15) such thatp̃naH1(Ω) ≲

pna
H

1
2
00(ΓaP )

. (24)
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We set: pn
∗

= pn − p̃na . We observe that problem (21)–(22)–(23) is equivalent to the following:
Find

(
(un)0≤n≤N , (pn∗)1≤n≤N

)
∈ (X0(Ω))N+1

× (L2(Ω))N such that

u0
= u(·, 0) in Ω, (25)

∀v ∈ X0(Ω), (un
− un−1, v) + τna(un, v) + τnb(v, pn∗) = τnLn(v),

∀q ∈ L2(Ω), b(un, q) = 0,
(26)

where, Ln(v) = L(·, tn)(v) = (f n, v) − (∇p̃na, v) (L is defined in (18)).
To conclude, we recall the following regularity property of the solution of problem (21)–(22)–(23) see [25, Sect. 3.1,

Props 1, 2 and 3].

Proposition 1. In the case ta = k = g = 0 and for any data (f , pa, u0) satisfying (20), problem (21)–(22)–(23) has a unique
solution (un)0≤n≤N in (X(Ω))N+1 and (pn)1≤n≤N in

(
L2(Ω)

)N such that(un
2
L2(Ω)d + α∗

n∑
m=1

τm
um

2
X(Ω)

) 1
2
≲

u0

X(Ω)

+
1

√
α∗

( n∑
m=1

τm(
f m2

L2(Ω)d +
pma 2

H
1
2 (ΓaP )

)
) 1

2
,

and ( n∑
m=1

τm

um
− um−1

τm

2

L2(Ω)d
+ τm

pm2
L2(Ω)

) 1
2

≲
1

√
α∗

u0

X(Ω) +

(
1 +

1
(α∗)2

) 1
2
( n∑
m=1

τm(
f m2

X0(Ω)′ +
pma 2

H
1
2 (ΓaP )

)
) 1

2
.

2.3. The time and space discrete problem

Wenowdescribe the space discretization of problem (21)–(22)–(23). For each n, 0 ≤ n ≤ N , we introduce regular families
(T P

nh)hP and (T F
nh)hF of triangulations of ΩP and ΩF , respectively, by closed triangles (d = 2) or tetrahedra (d = 3), also we

denote by Tnh, the union of T P
nh and T F

nh. As usual, hnP stands for the maximum of the diameters of the elements of T P
nh, hnF for

the maximum of the diameters of the elements of T F
nh and hn = max {hnP , hnF }. We assume as in [5] that:

• For each hnP ,ΩP is the union of all elements of T P
nh and, for each hnF ,ΩF is the union of all elements of T F

nh.
• The intersection of two different elements of T P

nh, if not empty, is a vertex or a whole edge or a whole face of both of them,
and the same property holds for the intersection of two different elements of T F

nh.
• The ratio of the diameter hK of any element K of T P

nh or T F
nh to the diameter of its inscribed circle or sphere is smaller than

a constant σ independent of hP , hF , n, and K .

Assumption 2. The intersection of each element K of T P
nh with either Γ aP or Γ P or Γ , if not empty, is a vertex or a whole

edge or a whole face of K . The intersection of each element K of T F
nh with either Γ aF or Γ F or Γ , if not empty, is a vertex or

a whole edge or a whole face of K .

It must be noted that, up to now, no assumption is made on the intersection of the elements of T P
nh and T F

nh. So the K ∩Γ ,
K ∈ T P

nh, and the K ∩ Γ , K ∈ T F
nh, form two independent triangulations of Γ , that we denote by EP,Γ

nh and EF ,Γ
nh , respectively.

However, we are led to make another assumption.

Assumption 3. For element K of T F
nh, the number of elements K ′ of T P

nh such that ∂K ∩ ∂K ′ has a positive (d-1)-measure is
bounded independently of K , hP and hF .

Remark 2. Let K be any element of T F
nh which has an edge (d = 2) or a face (d = 3) e contained in Γ . Assumption 3 yields

that e is contained in the union of edges or faces ei, 1 ≤ i ≤ I , of elements Ki of T P
nh where I is bounded independently of K

and h.

From now on, Pℓ(K ) denote the space of restriction to K of polynomials on Rd, with degree ≤ ℓ.
We now define the local discrete spaces. OnΩP , we introduce the following discrete space which is constructed from the

Raviart–Thomas element RT0(K ) see [24]:

XP
nh =

{
vh ∈ H(div;ΩP ); ∀ K ∈ T P

nh, vh
⏐⏐
K ∈ RT0(K )

}
,
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where

RT0(K ) = P0(K )d + x P0(K ).

Indeed, it is the simplest and less expensive element which is conforming in the domain of divergence operator, so that we
use it onΩP .

We define the space

XP
0nh =

{
vh ∈ XP

nh; vh · n = 0 onΓP
}
.

We introduce the Raviart–Thomas operatorΠRT
nh , see [24, Sec. 3] and also [38, Sec. 1.3], for its three-dimensional analogue:

For any smooth enough function v onΩP ,ΠRT
nh v belongs to XP

nh and satisfies on all edges (d = 2) or faces (d = 3) e of elements
of T P

nh ∫
e
(ΠRT

nh v · n)(τ ) dτ =

∫
e
(v · n)(τ ) dτ .

The fact that these equations define the operatorΠRT
nh in a unique way and its main properties are proved in [24, Thm. 3], in

the two-dimensional case. This operator preserves the nullity of the normal trace on ΓP (this requires Assumption 2).
On ΩF , we introduce the following discrete space which is constructed from the Bernardi–Raugel finite element PBR(K )

see [23], which is the less expensive element and when associated with the space of piecewise constant pressures, leads to
an optimal inf–sup condition onΩF .

X F
nh =

{
vh ∈ H1(ΩF )d; ∀ K ∈ T F

nh, vh
⏐⏐
K ∈ PBR(K )

}
,

PBR(K ) = P1(K )d ⊕ Span{ψene}
d+1,

where for each edge (d = 2) or face (d = 3) e of K ,ψe denoted the bubble function on e equal to the product of the barycentric
coordinates associated with the endpoints or vertices of e, and ne stands for the unit outward normal vector on e. We also
need the space

X F
0nh =

{
vh ∈ X F

nh; vh = 0 onΓF
}
.

We introduce the Bernardi–Raugel operator denoted byΠBR
nh :

For any continuous function v onΩF , the quantityΠBR
nh v belongs to X F

nh and is defined in a unique way, (see [23, Lemma
II.1]) by⎧⎨⎩

ΠBR
nh v = v(a),∫
e
(ΠBR

nh v · n)(τ ) dτ =

∫
e
(v · n)(τ ) dτ ,

where a any vertex and e all edges (d = 2) or faces (d = 3) of elements of T F
nh.

Now for simplicity we consider the operatorΠnh:
For any smooth enough function v onΩP which is continuous onΩF ,Πnhv is equal toΠBR

nh v onΩF and toΠRT
nh v onΩP .

We define the discrete space of pressures as

Mnh =
{
qh ∈ L2(Ω); ∀K ∈ Tnh, qh

⏐⏐
K ∈ P0(K )

}
.

Remark 3. In dimension d = 2, piecewise quadratic velocities can also be used onΩF and in dimension d = 3, PBR(K ) can
be replaced by the space spanned by affine functions and the ψe, up to the power d.

On Γ , we define the space see [34, Sec. 3]

Wnh =

{
ϕh ∈ L2(Γ ); ∀ e ∈ EP,Γ

nh , ϕh

⏐⏐⏐
e
∈ P0(e)

}
.

The global spaces of velocity are then the spaces Xnh and X0nh of functions vh such that
• their restrictions vh|ΩP

toΩP belongs to XP
nh and XP

0nh, respectively;
• their restrictions vh|ΩF

toΩF belongs to X F
nh and X F

0nh, respectively;
• the following matching conditions hold on Γ see [39] and [21, Sec. 4]

∀ϕh ∈ Wnh,

∫
Γ

((vh|ΩP
− vh|ΩF

) · n)(τ )ϕh(τ ) dτ = 0. (27)

These conditions are not sufficient to enforce the continuity of vh ·n through Γ , so that the discretization is nonconforming:
For instance, Xnh is not contained in H(div,Ω). However, the spaces Xnh and X0nh are still equipped with the norm ∥·∥X(Ω).

To discretize the boundary conditions that appear in (22), we denote by knh the piecewise constant approximation of
kn = k(·, tn) defined by

∀K ∈ T P
nh/mes(K ∩ ΓP ) > 0, knh|K∩ΓP

=
1

mes(K ∩ ΓP )

∫
K∩ΓP

kn(τ ) dτ ,
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Note that this choice requires that kn = k(·, tn) belongs to C0(0, T ;H−σ (Ω)), σ < 1
2 . We also introduce an approximation of

gn
= g = (·, tn): When gn is continuous on Γ F (which is slightly stronger than the hypothesis made in (6)), the function gn

h
approximation of gn belongs to the trace space of X F

nh and satisfies:
For each K ∈ T F

nh, g
n
h (a) = gn(a) for each endpoint or vertex a of K ∩ ΓF , and∫

K∩ΓF

(gn
h · n)(τ ) dτ =

∫
K∩ΓF

(gn
· n)(τ ) dτ .

These conditions define knh and gn
h in a unique way, see [24, Rem. 3] and [23, Lem. II.1].

Now, we can write the fully discrete problem constructed from problem (21)–(22)–(23) by the Galerkin method. For this,
we assume that the data

f ∈ C0(0, T ; L2(Ω)d), k ∈ C0(0, T ;HσP (ΓP )), pa ∈ C0(0, T ;H
1
2
00(ΓaP )),

g ∈ C0(0, T ;HσF (ΓF )d), ta ∈ C0(0, T ;H−
1
2 (ΓaF )d),

σP > −
1
2
, σF >

d − 1
2

and u0
∈ X(Ω).

(28)

Then the discrete problem reads:
Find (un

h)0≤n≤N in (Xnh)N+1 and (pnh)1≤n≤N in (Mnh)N such that

u0
h = Π0hu0 inΩ, (29)

such that, for all n, 1 ≤ n ≤ N ,

un
h . n = knh onΓP , and un

h = gn
h onΓF , (30)

∀vh ∈ X0nh, (un
h, vh) + τna(un

h, vh) + τnb(vh, pnh) = (un−1
h , vh) + τnLn(vh), (31)

∀ qh ∈ Mnh, b(un
h, qh) = 0.

Recalling the main results concerning this problem, see [25] and also [5, Lems. 3.11 and 3.13] which are proven:
(i) If ΓF has a positive measure in ∂ΩF , then the following property holds for α∗ = min(α, ν) > 0

∀vh ∈ Vnh, α∗ ∥vh∥
2
X(Ω) ≲ a(vh, vh). (32)

(ii) There exists a positive constant β , independent of h, such that

∀qh ∈ Mnh, sup
vh∈X0nh

b(vh, qh)
∥vh∥X(Ω)

≥ β ∥qh∥L2(Ω) . (33)

Let also introduce the discrete kernel:

Vnh = {vh ∈ X0nh; ∀qh ∈ Mnh, b(vh, qh) = 0} . (34)

The functions in Vnh are divergence-free only onΩP .
Analogous to previous and in the case ta = k = g = 0, we will find a new variational formulation which is equivalent to

problem (29)–(30)–(31).
For this, we set: pn

∗h = pnh − p̃nah, where p̃nah is a piecewise constant, approximation of p̃na (introduced in (24)), satisfies
p̃nah = pnh on ΓaP and vanishes on ∂Ω \ ΓaP .

This leads to consider the problem:
Find (un

h)0≤n≤N in (X0nh)N+1 and (pn
∗h)1≤n≤N in (Mnh)N , satisfying

u0
h = Π0hu0 in Ω, (35)

and such that, for 1 ≤ n ≤ N ,

∀vh ∈ X0nh, (un
h − un−1

h , vh) + τna(un
h, vh) + τnb(vh, pn∗h) = τnLn(vh),

∀ qh ∈ Mnh, b(un
h, qh) = 0, (36)

where, Ln(v) = L(·, tn)(v) = (f n, v) − (∇p̃na, v) (L is defined in (18)).
The following existence and stability results can be derived from [25, Sec. 3.3, Thm. 4].

Theorem 2. Assume that ΓF has a positive measure in ∂ΩF and ta = k = g = 0. Then, for any data (f , pa, u0) satisfying (28),
problem (29)–(30)–(31) has a unique solution (un

h, p
n
h) such that

un
h ∈ Xnh, 0 ≤ n ≤ N, and pnh ∈ Mnh, 1 ≤ n ≤ N.
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Moreover, this solution satisfies(un
h

2
L2(Ω)d + α∗

n∑
m=1

τm
um

h

2
X(Ω)

) 1
2
≲

Π0hu0

X(Ω)

+
1

√
α∗

( n∑
m=1

τm(
f m2

L2(Ω)d +
pma 2

H
1
2
00(ΓaP )

)
) 1

2
. (37)

3. A posteriori analysis of the time discretization

For the time discretization, we define the following time error indicator and prove upper and lower bounds for the error.
For each n, 1 ≤ n ≤ N,

ηn =

(τn
3

) 1
2 un

h − un−1
h


X(Ω) . (38)

We refer to [40] for the first idea of this type of indicators and to [32] for its use in the a posteriori analysis of the heat
equation.

Let uτ denotes the function which is continuous, affine on each interval [tn−1, tn], 1 ≤ n ≤ N,which take in the interval
[tn−1, tn] the values

uτ (t) =
t − tn−1

τn
(un

− un−1) + un−1
= −

tn − t
τn

(un
− un−1) + un,

and pτ denotes the piecewise constant function such that

∀n, 1 ≤ n ≤ N, ∀t ∈]tn−1, tn], pτ (t) = p(tn).

All this leads to the following residual equation in variational form: Since the solution of problem (16)–(17) is divergence-
free, the solutions of problems (16)–(17) and (25)–(26) verify for t in ]tn−1, tn]

(u − uτ )(·, 0) = 0 inΩ, (39)

∀v ∈ X0(Ω), (∂t (u − uτ ), v) + a(u − uτ , v) + b(v, p∗ −Πτp∗τ )
= (L(·, t) − Ln)(v) − a(uτ − un, v), (40)

∀q ∈ L2(Ω), b(u − uτ , q) = 0,

whereΠτ denotes the operator which associates with any continuous function v ∈ [0, T ], the constant functionΠτv equal
to v(tn) on each interval ]tn−1, tn], 1 ≤ n ≤ N. Let the regularity parameter

στ = max
1≤n≤N

τn

τn−1
,

where we have set τ0 = τ1 for the sake of simplicity.

3.1. The reliability of the indicator

Proposition 2. The following a posteriori error estimate holds, for 1 ≤ n ≤ N,

∥(u − uτ )(·, tn)∥2
L2(Ω)d + α∗ ∥u − uτ∥2

L2(0,tn;X(Ω))

≲
1
α∗

(
ϵ2D +

n∑
m=1

η2m + (1 + στ )
n∑

m=0

τm
um

− um
h

2
X(Ω)

)
, (41)

where

ϵ2D = ∥f −Πτ f ∥2
L2(0,tn;L2(Ω)d) + ∥pa −Πτpa∥2

L2(0,tn;H
1
2
00(ΓaP ))

.

Proof. Taking v = u − uτ in the first equation of (40) and q = p∗ −Πτp∗τ in the second equation, we obtain
d
dt

∥u − uτ∥2
L2(Ω)d + α∗ ∥u − uτ∥2

X(Ω) ≲
1
α∗

(∥uτ −Πτuτ∥2
X(Ω) + ∥f −Πτ f ∥2

L2(Ω)d

+ ∥pa −Πτpa∥2

H
1
2
00(ΓaP )

).
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Integrating this inequality between 0 and tn yields

∥(u − uτ )(·, tn)∥2
L2(Ω)d + α∗ ∥u − uτ∥2

L2(0,tn;X(Ω))

≲
1
α∗

(∥uτ −Πτuτ∥2
L2(0,tn;X(Ω)) + ϵ2D). (42)

To evaluate the first term in the right-hand side, we observe that, on the interval ]tn−1, tn],

(uτ −Πτuτ )(t) = −
tn − t
τn

(un
− un−1).

Thus by integrating this equation between tn−1 and tn and using the fact that τn = tn − tn−1, we obtain

∥uτ −Πτuτ∥L2(tn−1,tn;X(Ω)) =

(τn
3

) 1
2 un

− un−1

X(Ω) . (43)

On the other hand, the triangle inequality and the expression of the error indicator (38) yield(τn
3

) 1
2 un

− un−1

X(Ω) ≤

(τn
3

) 1
2 un

− un
h


X(Ω) + ηn

+

(τn
3

) 1
2 un−1

h − un−1

X(Ω) .

Thus we obtain

∥uτ −Πτuτ∥L2(tn−1,tn;X(Ω)) ≤

(τn
3

) 1
2 un

− un
h


X(Ω) + ηn

+

(τn−1

3

) 1
2
(στ )

1
2
un−1

h − un−1

X(Ω) .

Summing over nwith 1 ≤ n ≤ N the square of this inequality, we obtain

∥uτ −Πτuτ∥2
L2(0,tn;X(Ω)) ≲

n∑
m=1

η2m + (1 + στ )
n∑

m=0

τm
um

− um
h

2
X(Ω) . (44)

Finally by substituting (44) in (42) we obtain the desired a posteriori error estimate. □

Proposition 3. The following a posteriori error estimate holds, for 1 ≤ n ≤ N,

∥u − uτ∥2
H1(0,tn;L2(Ω)d) + α∗ ∥(u − uτ )(·, tn)∥2

L2(Ω)d

≲

n∑
m=1

η2m + (1 + στ )
n∑

m=0

τm
um

− um
h

2
X(Ω) .+ ϵ2D. (45)

Proof. We take v equal to ∂t (u − uτ ) in (40) and apply the Cauchy–Schwarz inequality we obtain

1
2

∥∂t (u − uτ )∥2
L2(Ω)d +

α

2
d
dt

∥u − uτ∥2
L2(ΩP )d

+
ν

2
d
dt

|u − uτ |2H1(ΩF )d

≤ ∥f −Πτ f ∥2
L2(Ω)d + ∥pa −Πτpa∥2

H
1
2
00(ΓaP )

+ ∥uτ −Πτuτ∥2
X(Ω) .

Integrating between 0 and tn, using the fact that α∗ = min(α, ν) and (u − uτ )(0) = 0, yield

∥∂t (u − uτ )∥2
L2(0,tn;L2(Ω)d) + α∗ ∥(u − uτ )(·, tn)∥2

L2(Ω)d

≲ ϵ2D + ∥uτ −Πτuτ∥2
L2(0,tn;X(Ω)) .

Finally, by substituting (44) in this estimate, we obtain the desired estimate. □

Proposition 4. The following a posteriori error estimate holds, for 1 ≤ n ≤ N,

∥p −Πτpτ∥2
L2(0,tn;L2(Ω)) ≲

(
2 +

1
α2

∗

)( n∑
m=1

η2m + (1 + στ )
n∑

m=0

τm
um

− um
h

2
X(Ω) + ϵ2D

)
.

Proof. From Eq. (40) we have

∀v ∈ X0(Ω), b(v, p∗ −Πτp∗τ ) = (L(·, t) − Ln)(v) − (∂t (u − uτ ), v) − a(u − uτ , v) − a(uτ − un, v).
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The Cauchy–Schwarz inequality and the inf–sup (13) condition yield

∥p∗ −Πτp∗τ∥L2(Ω) ≲ ∥f −Πτ f ∥L2(Ω)d + ∥pa −Πτpa∥
H

1
2
00(ΓaP )

+ ∥∂t (u − uτ )∥L2(Ω)d + ∥u − uτ∥X(Ω) + ∥uτ −Πτuτ∥X(Ω) .

Integrating between 0 and tn we obtain

∥p∗ −Πτp∗τ∥
2
L2(0,tn;L2(Ω)) ≲ ϵ

2
D + ∥u − uτ∥2

H1(0,tn;L2(Ω)d)

+ ∥u − uτ∥2
L2(0,tn;X(Ω)) + ∥uτ −Πτuτ∥2

L2(0,tn;X(Ω)) .

Finally from (41), (44), (45), the fact that p∗ = p − p̃a, pn∗ = pn − p̃na and the triangle inequality we obtain the desired a
posteriori estimate. □

Corollary 1. The following a posteriori error estimate holds, for 1 ≤ n ≤ N,

∥u − uτ∥2
H1(0,tn;L2(Ω)d) + α∗ ∥u − uτ∥2

L2(0,tn;X(Ω)) + ∥p −Πτpτ∥2
L2(0,tn;L2(Ω))

≲
(
3 +

1
α2

∗

+
1
α∗

)(
ϵ2D +

n∑
m=1

η2m +

n∑
m=0

τm(1 + στ )
um

− um
h

2
X(Ω)

)
. (46)

The last term in (46) and (41), will be evaluated afterward.

3.2. The efficiency of the indicator

We now establish the upper bound for each indicator ηn.

Proposition 5. Each indicator ηn, for 1 ≤ n ≤ N, defined in (38) satisfies the following bound

ηn ≲ (1 +
√
στ )

( n∑
m=n−1

τm
um

− um
h

2
X(Ω)

) 1
2

+
1
α∗

(
∥f −Πτ f ∥L2(tn−1,tn;L2(Ω)d) + ∥pa −Πτpa∥

L2(tn−1,tn;H
1
2
00(ΓaP ))

+ ∥u − uτ∥H1(tn−1,tn;L2(Ω)d) + ∥u − uτ∥L2(tn−1,tn;X(Ω))

+ ∥p −Πτpτ∥L2(tn−1,tn;L2(Ω))

)
.

Proof. Thanks to the triangle inequality, we have

ηn ≤

(τn
3

) 1
2 un

− un−1

X(Ω) +

(τn
3

) 1
2 un

− un
h


X(Ω)

+

(τn−1

3

) 1
2
(στ )

1
2
un−1

− un−1
h


X(Ω) ,

then,

ηn ≲ (
τn

3
)
1
2
un

− un−1

X(Ω) + (1 +

√
στ )

( n∑
m=n−1

τm
um

− um
h

2
X(Ω)

) 1
2 .

In order to bound the first term, we take v = un
− uτ (t) in the first line of (40). This gives∫ tn

tn−1

(un
− uτ )(·, s)

2
X(Ω) ds ≲

1
α∗

(
∥f −Πτ f ∥L2(tn−1,tn;L2(Ω)d)

+ ∥pa −Πτpa∥
L2(tn−1,tn;H

1
2
00(ΓaP ))

+ ∥u − uτ∥H1(tn−1,tn;L2(Ω)d)

+ ∥u − uτ∥L2(tn−1,tn;X(Ω)) + ∥p∗ −Πτp∗τ∥L2(tn−1,tn;L2(Ω))

)
(∫ tn

tn−1

(un
− uτ )(·, s)

2
X(Ω) ds

) 1
2
,
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or equivalently, from (43)(τn
3

) 1
2 un

− un−1

X(Ω) ≲

1
α∗

(
∥f −Πτ f ∥L2(tn−1,tn;L2(Ω)d)

+ ∥pa −Πτpa∥
L2(tn−1,tn;H

1
2
00(ΓaP ))

+ ∥u − uτ∥H1(tn−1,tn;L2(Ω)d)

+ ∥u − uτ∥L2(tn−1,tn;X(Ω)) + ∥p∗ −Πτp∗τ∥L2(tn−1,tn;L2(Ω))

)
.

The fact that p∗ = p − p̃a, pn∗ = pn − p̃na and the triangle inequality give the desired result. □

4. A posteriori analysis of the space discretization

In order to describe the family of space error indicators, we need some notations.
For each n and each K in T P

nh,we introduce
• EK the set of edges (d = 2) or faces (d = 3) of K which are not contained in ∂ΩP ,
• EaP

K the set of edges (d = 2) or faces (d = 3) of K which are contained in Γ aP .
For each n and each K in T F

nh,we introduce
• EK the set of edges (d = 2) or faces (d = 3) of K which are not contained in ∂ΩF ,
• EaF

K the set of edges (d = 2) or faces (d = 3) of K which are contained in Γ aF .
For each n and each e in any of the EK and also in EP,Γ

nh (EP,Γ
nh is defined in Section 2.3), we agree to denote by [·]e the jump

through e (making its sign precise is not necessary). We also denote by he the length (d = 2) or diameter (d = 3) of e.
We need a further notation for some global sets:
• EaP

nh is the set of edges or faces of elements of T P
nh,which are contained in Γ aP .

• EP
nh is the set of all other edges or faces of elements of T P

nh.

With each element K of T F
nh and each edge e of K , we associate the quantities γK and γe equal to 1 if K or e, respectively,

intersects Γ \ Γ F and to zero otherwise.
We introduce the space Znh of functions in L2(Ω)d such that their restrictions to each K in T P

nh or in T F
nh is constant.

Similarly, we denote by ZF
nh the space of functions in L2(ΓaF )d such that their restriction to each e in EaF

K , K ∈ T F
nh, is constant.

Indeed, we consider an approximation f nh of the data f n = f (·, tn) in Znh and an approximation tnah of t
n
a = ta(·, tn) in ZF

nh.
Finally, assuming that the datum pna = pa(·, tn) is continuous on Γ aP , we define pnah as the function which is affine on each

e in EaP
K , K ∈ T P

nh, and equal to pna(a) at all endpoints (d = 2) or vertices (d = 3) a of these e.
The error indicators are now defined by analogy with the stationary problem, see ([5, Sect. 5]).

• For each n, 1 ≤ n ≤ N , and for each K in T P
nh, the error indicator ηnPK is defined by

ηnPK =

f nh −
un
h − un−1

h

τn
− αun

h


L2(K )d

+

∑
e∈EK

h
−

1
2

e
[pnh]e


L2(e)

+

∑
e∈EaP

K

h
−

1
2

e
pnah − pnh


L2(e) . (47)

• For each n, 1 ≤ n ≤ N , and for each K in T F
nh, the error indicator ηnFK is defined by

ηnFK = h1−γK
K

f nh −
un
h − un−1

h

τn
+ ν∆un

h


L2(K )d

+
divun

h


L2(K )

+

∑
e∈EK

h
1
2 −γe
e

[ν∂nun
h − pnhn]e


L2(e)d +

∑
e∈EaF

K

h
1
2 −γe
e

tnah − ν∂nun
h + pnhn


L2(e)d . (48)

• For each n, 1 ≤ n ≤ N , and for each e in EP,Γ
nh , the error indicator ηnΓe is defined by

ηnΓe =
(pnhn)|ΩP

+ (ν∂nun
h − pnhn)|ΩF


L2(e)d + h

−
1
2

e
[un

h · n]e

L2(e) . (49)

Remark 4. These indicators are easy to compute once the discrete solution (un
h, p

n
h) is known and they are all of residual

type. Moreover the second term in the ηnΓe comes from the nonconformity of the discretization.

4.1. The residual equation

The function un
− un

h does not belong to X0(Ω) and even not to X(Ω), so that the idea consists in building a conforming
approximation of un

h, namely an approximation which belongs to X(Ω) (see [34, Lem. 5.4] for a similar argument and [41]
for a general analysis in a different context).
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Fig. 2. Illustration of Assumption 4.

We are led to make a further assumption, which is now standard in the a posteriori analysis of mortar element
discretizations (and is stronger than Assumption 3). Let us recall that EF ,Γ

nh and EP,Γ
nh are defined in Section 2.3.

Assumption 4. Each element e of EF ,Γ
nh is the union of a finite number of elements of EP,Γ

nh , where ‘‘finite’’ means bounded
independently of hP and hF (see Fig. 2).

Lemma 1. If Assumption 4 holds, then (see [5, Lem. 5.3]), there exists a finite element function u⋄n
h ∈ X(Ω) satisfying

u⋄n
h . n = 0 onΓP , u⋄n

h = 0 onΓF ,

and un
h − u⋄n

h


X(Ω) ≲

( ∑
e∈EP,Γ

nh

h−1
e

[un
h · n]e

2
L2(e)

) 1
2
. (50)

For a different reason, mainly due to the lack of regularity of the normal trace of functions in H(div,ΩP ), we also need an
approximation p⋄n

h of pnh in H1(ΩP ). The construction of such a function is standard, see [42, Thm. 4.7].

Lemma 2. There exists a finite element function p⋄n
h equal to pnh onΩF and to pnah on ΓaP such that p⋄n

h |ΩP
∈ H1(ΩP ) and satisfiespnh − p⋄n

h


L2(ΩP )

≲
( ∑
e∈EP

nh

he
[pnh]e

2
L2(e) +

∑
e∈EaP

nh

he
pnah − pnh

2
L2(e)

) 1
2
, (51)

⏐⏐p⋄n
h

⏐⏐
H1(ΩP )

≲
( ∑
e∈EP

nh

h−1
e

[pnh]e
2
L2(e) +

∑
e∈EaP

nh

h−1
e

pnah − pnh
2
L2(e)

) 1
2
, (52)

and pnh − p⋄n
h


L2(Γ ) ≲

( ∑
e∈EP

nh

he
[pnh]e

2
L2(e) +

∑
e∈EaP

nh

he
pnah − pnh

2
L2(e)

) 1
2
. (53)

Proof. We will construct p⋄n
h satisfying the properties stated in the lemma. For this: let VP

nh the set of all vertices a of all
elements K ∈ T P

nh, and define p⋄n
h |ΩP

as the function which is affine on each K ∈ T P
nh, such that

p⋄n
h |ΩP

=

⎧⎨⎩
pnah(a) ∀a ∈ VP

nh ∩ Γ aP ,∑
pnh|K (a)
nb(a)

∀a ∈ VP
nh \ Γ aP ,

where nb(a) is the number of all vertices a ∈ VP
nh \ Γ aP . Then estimates (52) and (53) are derived by exactly the same

arguments as in [42, Thm. 4.7] and [34, Lem. 5.4]. □

Lemma 3. For all v ∈ X0(Ω), there exists a function vh ∈ X0nh ∩ X0(Ω), such that (support(vh)) ⊂ ΩF , ∀K ∈ T F
nh and all edges

(d = 2) or faces (d = 3) e ∈ K ,

h−1(1−γK )
K ∥v − vh∥L2(K )d + h

−1( 12 −γe)
e ∥v − vh∥L2(e)d ≲ ∥vh∥H1(∆K ) , (54)

where∆K is the union of the elements of T F
nh that intersects K .
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Proof. ∀v ∈ X0(Ω), we associate the function

vh =

{
R̃hv on ΩF ,

0 on ΩP ,

where R̃h stands for the modified Clément operator with values in piecewise affine functions which vanish on ΓF ∪ Γ ,
see for instance respectively [43, Sect. IX.3, Chap. IX, Sect 3.], for a detailed definition of such an operator and the local
approximation properties of the operator R̃h. This gives the desired result. □

We are now in position to write the residual equation.
When ta = k = g = 0, we observe that (un, pn) solution of problem (21)–(22)–(23) now belongs to X0(Ω) × L2(Ω) and

Ln(v) = L(·, tn)(v) (L is defined in (10)) satisfies

Ln(·, t)(v) =

∫
Ω

f n(x, t) · v(x) dx −

∫
ΓaP

(v · n)(τ ) pna(x, t)(τ ) dτ .

When setting U = (un, pn), Uh = (un
h, p

n
h) and U⋄

h = (u⋄n
h , p

⋄n
h ), then U − U⋄

h = (un
− u⋄n

h , p
n

− p⋄n
h ) now belongs to

X0(Ω) × L2(Ω) and from the first equation of (23), we obtain

∀V = (v, q) ∈ X0(Ω) × L2(Ω),

a(un
− u⋄n

h , v) + b(v, pn − p⋄n
h ) + b(un

− u⋄n
h , q) + (

(un
− u⋄n

h ) − (un−1
− u⋄n−1

h )
τn

, v)

= −a(u⋄n
h , v) − b(v, p⋄n

h ) − b(u⋄n
h , q) −

( (u⋄n
h − u⋄n−1

h )
τn

, v
)
+ Ln(v).

Let vh the approximation of v exhibited in Lemma 3, then

a(un
− u⋄n

h , v) + b(v, pn − p⋄n
h ) + b(un

− u⋄n
h , q) + (

(un
− u⋄n

h ) − (un−1
− u⋄n−1

h )
τn

, v)

= a(un
h − u⋄n

h , v) + b(un
h − u⋄n

h , q) + (
(un

h − u⋄n
h ) − (un−1

h − u⋄n−1
h )

τn
, v)

−
( (un

h − un−1
h )

τn
, v

)
+ Ln(v − vh) + Ln(vh) − a(un

h, v) − b(v, p⋄n
h ) − b(un

h, q).

By using the first equation of (31) we obtain

a(un
− u⋄n

h , v) + b(v, pn − p⋄n
h ) + b(un

− u⋄n
h , q) + (

(un
− u⋄n

h ) − (un−1
− u⋄n−1

h )
τn

, v)

= a(un
h − u⋄n

h , v) + b(un
h − u⋄n

h , q) + (
(un

h − u⋄n
h ) − (un−1

h − u⋄n−1
h )

τn
, v)

+ Ln(v − vh) −
( (un

h − un−1
h )

τn
, v − vh

)
− a(un

h, v − vh) − b(un
h, q) + b(vh, pnh) − b(v, p⋄n

h ).

Notting that b(vh, pnh−p⋄n
h ) = −(divvh, pnh−p⋄n

h )ΩP −(divvh, pnh−p⋄n
h )ΩF , using the fact that (support(vh)) ⊂ ΩF and p⋄n

h = pnh
onΩF , then

b(vh, pnh − p⋄n
h ) = 0.

Therefore,

a(un
− u⋄n

h , v) + b(v, pn − p⋄n
h ) + b(un

− u⋄n
h , q) + (

(un
− u⋄n

h ) − (un−1
− u⋄n−1

h )
τn

, v)

= a(un
h − u⋄n

h , v) + b(un
h − u⋄n

h , q) + (
(un

h − u⋄n
h ) − (un−1

h − u⋄n−1
h )

τn
, v)

+ Ln(v − vh) −
( (un

h − un−1
h )

τn
, v − vh

)
− a(un

h, v − vh) − b(un
h, q) − b(v − vh, p⋄n

h ).
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Finally, when setting V h = (vh, 0), we obtain by integration by parts the following residual equation:

∀V = (v, q) in X0(Ω) × L2(Ω),

a(un
− u⋄n

h , v) + b(v, pn − p⋄n
h ) + b(un

− u⋄n
h , q) + (

(un
− u⋄n

h ) − (un−1
− u⋄n−1

h )
τn

, v)

= a(un
h − u⋄n

h , v) + b(un
h − u⋄n

h , q) + (
(un

h − u⋄n
h ) − (un−1

h − u⋄n−1
h )

τn
, v)

+ ⟨RP ,V − V h⟩ + ⟨RF ,V − V h⟩ + ⟨RΓ ,V − V h⟩ + ⟨F,V − V h⟩, (55)

where

⟨RP ,V ⟩ =

∑
K∈T P

nh

( ∫
K
(f nh −

un
h − un−1

h

τn
− αun

h)(x) · v(x) dx

−

∫
K

v(x) · (gradp⋄n
h )(x) dx

)
, (56)

⟨RF ,V ⟩ =

∑
K∈T F

nh

( ∫
K
(f nh −

un
h − un−1

h

τn
+ ν∆un

h)(x) · v(x) dx

+
1
2

∑
e∈EK

∫
e
v(τ ) · [ν∂nun

h − pnhn]e(τ )dτ

+

∑
e∈EaF

K

∫
e
v(τ ) · (−ν∂nun

h + pnhn)(τ )dτ +

∫
K
(divun

h)(x)q(x)dx
)
, (57)

⟨RΓ ,V ⟩ =

∑
e∈EP,Γ

K

( ∫
e
v(τ ) ·

(
(pnhn)|ΩP

+ (ν∂nun
h − pnhn)|ΩF

)
(τ )dτ

+

∫
Γ

(v · n)(τ )
(
p⋄n
h |ΩP

− pnh|ΩP

)
(τ )dτ

)
, (58)

⟨F,V ⟩ =

∫
Ω

(f n − f nh )(x) · v(x)dx −

∫
ΓaP

(v · n)(τ )(pna − pnah)(τ )dτ . (59)

4.2. The reliability of the indicators

Note that the next estimate is optimal: Up to the terms involving the data, the full error is bounded by a constant times
the Hilbertian sum of all indicators.

Theorem 3. Assume that ΓF has a positive measure in ∂ΩF , that Assumption 4 is satisfied, that the datum pa is continuous on
Γ aP and in the case ta = k = g = 0. Then the following a posteriori error estimate holds between the solution (un, pn) of problem
(21)–(22)–(23) and the solution (un

h, p
n
h) of problem (29)–(30)–(31)

N∑
n=0

τn
(pn − pnh

2
L2(Ω) +

un
− un

h

2
X(Ω) +

 (un
− un

h) − (un−1
− un−1

h )
τn


2

L2(Ω)d

)
≲

N∑
n=0

τn

( ∑
K∈T P

nh

(ηnPK )2 +

∑
K∈T F

nh

(ηnFK )2
)

+

N∑
n=0

τn
pna − pnah

2

H
1
2
00(ΓaP )

+

N∑
n=0

τn
f n − f nh

2
L2(ΩP )d

+

N∑
n=0

τn

( ∑
K∈T F

nh

h2
K

f n − f nh
2
L2(K )

)

+

N∑
n=0

(τn +
στ

τn+1
)
( ∑
e∈EP,Γ

nh

(ηnΓe )2
)
. (60)
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Proof. The triangle inequality givespn − pnh

L2(Ω) +

un
− un

h


X(Ω) +

 (un
− un

h) − (un−1
− un−1

h )
τn


L2(Ω)d

≤
pn − p⋄n

h


L2(Ω) +

un
− u⋄n

h


X(Ω) +

 (un
− u⋄n

h ) − (un−1
− u⋄n−1

h )
τn


X(Ω)

+

 (u⋄n
h − un

h) − (u⋄n−1
h − un−1

h )
τn


X(Ω)

+
p⋄n

h − pnh

L2(Ω) +

u⋄n
h − un

h


X(Ω) . (61)

From (55), the ellipticity property (11) and the inf–sup condition (13), we obtainpn − p⋄n
h


L2(Ω) +

un
− u⋄n

h


X(Ω) +

 (un
− u⋄n

h ) − (un−1
− u⋄n−1

h )
τn


X(Ω)

≲
u⋄n

h − un
h


X(Ω) +

 (u⋄n
h − un

h) − (u⋄n−1
h − un−1

h )
τn


X(Ω)

+ sup
V∈X0(Ω)×L2(Ω)

⟨RP ,V − V h⟩ + ⟨RF ,V − V h⟩ + ⟨RΓ ,V − V h⟩ + ⟨F,V − V h⟩

∥V∥X(Ω)×L2(Ω)
.

Then, (61) givespn − pnh

L2(Ω) +

un
− un

h


X(Ω) +

 (un
− un

h) − (un−1
− un−1

h )
τn


L2(Ω)d

≲
pnh − p⋄n

h


L2(Ω) + (1 +

1
τn

)
un

h − u⋄n
h


X(Ω) +

1
τn

un−1
h − u⋄n−1

h


X(Ω)

+ sup
V∈X0(Ω)×L2(Ω)

⟨RP ,V − V h⟩ + ⟨RF , v − V h⟩ + ⟨RΓ ,V − V h⟩ + ⟨F,V − V h⟩

∥V∥X(Ω)×L2(Ω)
.

To bound the first and the last terms on the right side of the above inequality, we use estimates (51), (52), (53), (54) and the
expression of the error indicators ηnPK , ηnFK and ηnΓe defined respectively in (47), (48) and (49). Thenpn − pnh


L2(Ω) +

un
− un

h


X(Ω) +

 (un
− un

h) − (un−1
− un−1

h )
τn


L2(Ω)d

≲
( ∑
K∈T P

nh

(ηnPK )2 +

∑
K∈T F

nh

(ηnFK )2 +

∑
e∈EP,Γ

nh

(ηnΓe )2
) 1

2
+

pna − pnah

H

1
2
00(ΓaP )

+
f n − f nh


L2(ΩP )d

+

( ∑
K∈T F

nh

h2
K

f n − f nh
2
L2(K )

) 1
2

+ (1 +
1
τn

)
un

h − u⋄n
h


X(Ω) +

1
τn

un−1
h − u⋄n−1

h


X(Ω) .

Multiplying the square of this inéquality by τn, summing over n and using the fact that τn+1 ≲ στ τn we deduce
N∑

n=0

τn
(pn − pnh

2
L2(Ω) +

un
− un

h

2
X(Ω) +

 (un
− un

h) − (un−1
− un−1

h )
τn


2

L2(Ω)d

)
≲

N∑
n=0

τn

( ∑
K∈T P

nh

(ηnPK )2 +

∑
K∈T F

nh

(ηnFK )2 +

∑
e∈EP,Γ

nh

(ηnΓe )2
)

+

N∑
n=0

τn
pna − pnah

2

H
1
2
00(ΓaP )

+

N∑
n=0

τn
f n − f nh

2
L2(ΩP )d

+

N∑
n=0

τn

( ∑
K∈T F

nh

h2
K

f n − f nh
2
L2(K )

)

+

N∑
n=0

(τn +
στ

τn+1
)
un

h − u⋄n
h

2
X(Ω) . (62)

Then the desired estimate follows from (50) and the expression of the indicator ηnΓe defined in (49). □
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4.3. The efficiency of the indicators

We now establish an upper bound for each indicator ηnPK , ηnFK and ηnΓe . For this we write the residual equation (55) in a
simpler form: For a smooth enough pair V = (v, q),

a(un
− un

h, v) + b(v, pn − pnh) + b(un
− un

h, q) +

( (un
− un

h) − (un−1
− un−1

h )
τn

, v
)

= Ln(v) −

( (un
h − un−1

h )
τn

, v
)

− a(un
h, v) − b(v, pnh) − b(un

h, q).

Thus, we derive by integration by parts the following residual equation: For a smooth enough pair V = (v, q),

a(un
− un

h, v) + b(v, pn − pnh) + b(un
− un

h, q) +

( (un
− un

h) − (un−1
− un−1

h )
τn

, v
)

= ⟨R∗

P ,V ⟩ + ⟨RF ,V ⟩ + ⟨R∗

Γ ,V ⟩ + ⟨F,V ⟩, (63)

where

⟨R∗

P ,V ⟩ =

∑
K∈T P

nh

( ∫
K
(f nh −

un
h − un−1

h

τn
− αun

h)(x) · v(x) dx

+
1
2

∑
e∈EK

∫
e
v(τ ) · n[pnh]e(τ ) dτ

)
, (64)

⟨R∗

Γ ,V ⟩ =

∑
e∈EP,Γ

K

∫
e
v(τ ) ·

(
(pnhn)|ΩP

+ (ν∂nun
h − pnhn)|ΩF

)
(τ )dτ . (65)

Due to the choice of the discretization, the next estimate is not optimal: Indeed, Darcy equations are not dimensionless and
the variational formulation that we use in order to couple themwith the Stokes problem is not appropriate for handling this
difficulty (we refer to [43, Chap. XIII], for a more detailed comparison between the different variational formulations); the
same lack of optimality appears in [44] for the Darcy equations only and in [6, Prop. 5.4], for another type of coupling Darcy
and Stokes problems.

Proposition 6. The following estimate holds for each error indicator ηnPK defined in (47), K ∈ T P
nh,

ηnPK ≲
un

− un
h


H(div,ωK )

+

 (un
− un

h) − (un−1
− un−1

h )
τn


L2(ωK )d

+ h−1
K

pn − pnh

L2(ωK )

+
f n − f nh


L2(ωK )d

+ h
−

1
2

K

pna − pnah

L2(K∩ΓaP )

, (66)

where ωK denotes the union of the elements of T P
nh that share at least an edge (d = 2) or face (d = 3) with K .

Proof. For any domain∆ contained inΩP , let R(∆) denote the right hand-side of (66). We now prove a bound successively
for each of the three terms in ηnPK .
(1) Set

vK =

⎧⎨⎩ (f nh −
un
h − un−1

h

τn
− αun

h)ψK on K ,

0 onΩ \ K ,

whereψK denotes the bubble function on K , equal to the product of the barycentric coordinates associated with the vertices
of K . Inserting v = vK and q = 0 in Eq. (63), we obtain(f nh −

un
h − un−1

h

τn
− αun

h)ψ
1
2
K


2

L2(K )d

≲
un

− un
h


H(div,K ) ∥vK∥L2(K )d

+
pn − pnh


L2(K ) ∥divvK∥L2(K ) +

 (un
− un

h) − (un−1
− un−1

h )
τn


L2(K )d

∥vK∥L2(K )d

+
f n − f nh


L2(K )d ∥vK∥L2(K )d +

pna − pnah

L2(K∩ΓaP )

∥vK · n∥L2(K∩ΓaP ) .

Finally, we observe that ψK take its values in [0, 1] and we use the following inverse inequalities

∥vK∥L2(K )d ≲

vKψ
1
2
K


L2(K )d

and ∥divvK∥L2(K ) ≲ h−1
K ∥vK∥L2(K )d .
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This leads tof nh −
un
h − un−1

h

τn
− αun

h


L2(K )d

≲ R(K ). (67)

(2) For any e ∈ EK , let K ′ denotes the other element of T P
nh containing e. Let also Re denotes the lifting operator from

polynomials on e into polynomials on K , which is built by affine transformation from a fixed lifting operator on the reference
element. We now define ve by

ve =

{
Re([pnh]e)ψe on K ∪ K ′,

0 onΩ \ (K ∪ K ′),

where ψe denotes the bubble function on e. By inserting v = ve and q = 0 in Eq. (63), lead to the estimate

h
−

1
2

e
[pnh]e


L2(e) ≲ R(K ∪ K ′). (68)

(3) Finally, for any e ∈ EaP
K , we insert v = ve and q = 0 in Eq. (63), with

ve =

{
Re(pnh − pnah)ψe on K ,
0 onΩ \ K .

This leads to

h
−

1
2

e
pnah − pnh


L2(e) ≲ R(K ). (69)

Combining estimate (67), (68) and (69) leads to the desired result. □

Bounding the ηnFK relies again on the residual equation (63). The arguments are exactly the same as in [45, Prop. 6], for
instance, up to the multiplication by h−γK

K and h−γe
e . So we skip the proof.

Proposition 7. The following estimate holds for each error indicator ηnFK defined in (48), K ∈ T F
nh,

ηnFK ≲ h−γK
K

( un
− un

h


H1(ωK )d

+

 (un
− un

h) − (un−1
− un−1

h )
τn


L2(ωK )d

+
pn − pnh


L2(ωK )

+ hK
f n − f nh


L2(ωK )d

)
,

where ωK denotes the union of the elements of T F
nh that share at least an edge (d = 2) or face (d = 3) with K .

Due to the lack of homogeneity when coupling Darcy and Stokes equations, the next estimate is not optimal.

Proposition 8. The following estimate holds for each error indicator ηnΓe defined in (49), e ∈ EP,Γ
nh ,

ηnΓe ≲ h−1
e

un
− un

h


X(ωe)

+ h
−

1
2

e
pn − pnh


L2(ωe)

+ h
1
2
e

f n − f nh

L2(ωe)d

+ h
−

1
2

e

 (un
− un

h) − (un−1
− un−1

h )
τn


L2(ωe)d

,

where ωe denotes the union of the element of T P
nh and the element of T F

nh that share e.

Proof. Each e ∈ EP,Γ
nh is the edge or face of an element K ∈ T P

nh and is contained in the edge or face of an element K ′
∈ T F

nh.
We denote by K̃ ′ the element contained in K ′ that is constructed from K ′ by homothety and translation and such that e is an
edge or face of K̃ ′. We now prove a bound successively for each of the two terms in ηnΓe .
(1) We insert v = ve and q = 0 in Eq. (63), with

ve =

{
Re((pnhn)|ΩP

+ (ν∂nun
h − pnhn)|ΩF

)ψe on K ∪ K̃ ′,

0 onΩ \ (K ∪ K̃ ′).
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This leads(
(pnhn)|ΩP

+ (ν∂nun
h − pnhn)|ΩF

)
ψ

1
2
e

2

L2(e)d
≲

un
− un

h


L2(K )d ∥ve∥L2(K )d

+
un

− un
h


H1(K̃ ′)d ∥ve∥H1(K̃ ′)d

+
pn − pnh


L2(K ) ∥ve∥H1(K )d +

pn − pnh

L2(K̃ ′) ∥ve∥H1(K̃ ′)d

+

 (un
− un

h) − (un−1
− un−1

h )
τn


L2(K )d

∥ve∥L2(K )d

+

 (un
− un

h) − (un−1
− un−1

h )
τn


L2(K̃ ′)d

∥ve∥L2(K̃ ′)d

+

f nh −
un
h − un−1

h

τn
− αun

h


L2(K )d

∥ve∥L2(K )d

+

f nh −
un
h − un−1

h

τn
+ ν∆un

h


L2(K̃ ′)d

∥ve∥L2(K̃ ′)d

+
f n − f nh


L2(K )d ∥ve∥L2(K )d +

f n − f nh

L2(K̃ ′)d ∥ve∥L2(K̃ ′)d .

Then, by using several inverse inequalities see [46, Sect. 3.1], we obtain(pnhn)|ΩP
+ (ν∂nun

h − pnhn)|ΩF


L2(e)d ≲ h

−
1
2

e
( un

− un
h


X(ωe)

(70)

+

 (un
− un

h) − (un−1
− un−1

h )
τn


L2(ωe)d

+
pn − pnh


L2(ωe)

+ hK
f n − f nh


L2(ωe)d

)
.

(2) Let q be a function in H1(K ∪ K ′) such that q = 0 on ∂(K ∪ K ′). By integration by parts, we obtain∫
e
[un

h · n]e(τ )q(τ )dτ =

∫
K∪K̃ ′

(
div(un

− un
h)(x)q(x) + (un

− un
h)(x)(gradq)(x)

)
dx.

When we take

q =

{
Re([un

h · n]e)ψe on K ∪ K̃ ′,

0 onΩ \ (K ∪ K̃ ′)

and using inverse inequalities see [46, Sect. 3.1] we obtain

h
−

1
2

e
[un

h · n]e

L2(e) ≲

un
− un

h


X(ωe)

+ h−1
e

un
− un

h


L2(ωe)d

. (71)

Combining estimates (70) and (71) leads to the desired result. □

In Propositions 6–8, the estimates are local in space and time, so that it can be thought that the indicators ηnPK , ηnFK and
ηnΓe provide a good tool for adapting the mesh.

5. Adaptivity strategy

As standard, the adaptivity strategy that we use combines three steps, an initialization step, an adaptation step in time
and an adaptation step in space. We fix a positive tolerance η∗ and present it in dimension d = 2 for simplicity.

Step 1: Initialization
We fix a triangulation T P

0h ofΩP and a triangulation T F
0h ofΩF which satisfy Assumptions 2 and 4 and such that the sum

of the errors on the five data which appear in Theorem 3, namely
N∑

n=0

τn
pna − pnah

2

H
1
2
00(ΓaP )

+

N∑
n=0

τn
f n − f nh

2
L2(ΩP )d

+

N∑
n=0

τn

( ∑
K∈T F

nh

h2
K

f n − f nh
2
L2(K )

)
,
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is smaller than η∗. This last condition is possible for smooth data thanks to the approximation properties of the finite element
spaces involved in the discretization, and we have no applications for non smooth data.

Step 2: Time adaptivity
Assuming that the time step τn, the triangulations T P

n−1,h and T F
n−1,h and the discrete solution (un−1

h , pn−1
∗h ) are known, we

first choose T P
nh and T F

nh equal to T P
n−1,h and T F

n−1,h, respectively. We compute a first solution (un
h, p

n
∗h) of problem (36) and the

corresponding error indicator ηn defined in (38). Next,
• if ηn is smaller than η∗, we proceed to the spatial adaptivity step;
• if not, we divide τn by two (or by a constant times ηn/η∗) and perform a new computation.
Of course, this step can be iterated a number of times. This leads to the final value of τn.

Step 3: Spatial adaptivity
Assuming that the time step τn is known and that the triangulations T P

nh and T F
nh are known, we compute the discrete

solution of problem (29)–(30)–(31) corresponding to these triangulations, and the error indicators ηnPK , ηnFK and ηnΓe defined
in (47), (48) and (49).

We denote by η̄nP , η̄nF and η̄nΓ the mean values of the ηnPK , ηnFK and ηnΓe , respectively.
Next, we perform adaptivity in three substeps, of course taking into account Assumption 2 in all of them:
• All e ∈ EP,Γ

nh (with obvious notation) such that ηnΓe is larger thanmax{η∗, η̄nΓ } are divided intoN equal segments, where
N is proportional to the ratio ηnΓe /max{η∗, η̄nΓ }. This gives rise to a new set e ∈ ẼP,Γ

n+1,h.
• The triangulation T F

nh is refined and coarsened according to the next criterion: The diameter of a new element contained
in K or containing K is proportional to hK times the ratio η̄nF/ηnFK . This gives rise to the new triangulation T F

n+1,h.
• First, the elements of ẼP,Γ

n+1,h are divided where needed in order that Assumption 4 holds.
Second, a new triangulation on ΩP is constructed such that these new edges are edges of the elements of the new

triangulation.
Next, adaptivity is performed exactly as in the previous substep, now depending on the ratios η̄nP/ηnPK . This gives rise to

the new triangulation T P
n+1,h.

Of course, the adaptation step is iterated either a finite number of times or until the Hilbertian sum of all error indicators,
namely

N∑
n=0

τn

( ∑
K∈T P

nh

(ηnPK )2 +

∑
K∈T F

nh

(ηnFK )2
)

+

N∑
n=0

(τn +
στ

τn+1
)
( ∑
e∈EP,Γ

nh

(ηnΓe )2
)
,

become smaller than η∗.
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